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Abstract: The clustering which is an unsupervised classification method is very important for data processing applications. 

The main purpose of the clustering is to separate the data samples into different groups by using the similarity (or 

dissimilarity) between data samples. There are many conventional and heuristic algorithms which are used for the 

clustering problem. Nevertheless, in last years, it is seen that many new techniques are proposed and improved to solve the 

clustering problem. In this paper, grey wolf optimization (GWO) algorithm which is modelled according to the social 

behavior of grey wolves is applied to partition the data samples by searching the optimal center of the clusters. The 

clustering performance of the GWO is compared with the performances of the three clustering algorithms: k-means, k-

medoids and fuzzy c-means algorithms. The experiments show that the GWO algorithm has generally better results than the 

other clustering algorithms and can be alternatively applied on the clustering problem.  

Keywords: Data Clustering, Fuzzy C-means, Grey Wolf Optimization (GWO), K-means, K-medoids 

 

1. Introduction 

Clustering which is a crucial task for data analysis is used to 

partition data into sub-sets according to the similarity or 

dissimilarity between data samples [1]. The main goal of the 

clustering techniques is to separate data samples into such groups 

which have maximum similarity within themselves. When any 

clustering method is applied on dataset and data samples are 

divided into groups, the variety between the clusters is wanted to 

be maximum [2], [3].  

In literature, it is seen that there are many approaches used in the 

clustering problem, but clustering algorithms are generally 

categorized in two topics: hierarchical and non-hierarchical 

clustering. There is no requirement of cluster number when 

hierarchical clustering methods will be applied on clustering. The 

cluster number is determined after the clustering process. 

However, non-hierarchical clustering methods need cluster 

number for starting cluster process. In short, the aim of the non-

hierarchical clustering is to divide N data samples into k clusters. 

In terms of time complexity, it is quadratic for hierarchical 

clustering methods, whereas it is about linear for non-hierarchical 

clustering methods [4-6].  

Because of the importance of the clustering the researchers make 

an effort to improve new approaches on this field. As a result, 

there are many works about clustering problems by using 

different algorithms. Boushaki et al. proposed a new novel named 

as quantum chaotic cuckoo search (QCCS) to perform on data 

clustering by using real-life datasets [4]. Yang and Jiang 

improved a new approach to solve the initialization and 

automated model selection problems which are encountered by 

the Hidden markov model (HMM) based clustering [7]. Zhu and 

Xu proposed a new method called many objective fuzzy centroids 

clustering algorithm for categorical data by using reference point 

based genetic algorithm [8]. Karami and Zapata used k-means 

and particle swarm optimization (PSO) algorithms to improve a 

hybrid clustering algorithm to get the optimum number of the 

clusters and achieve good clustering results on this [9]. 

Wangchamhan et al. proposed new efficient algorithms on 

different data type clustering by using k-means and chaotic 

league championship algorithm [10]. Nidheesh et al. proposed a 

new clustering method which is density based of k-means 

algorithm to select initial centroids and so, achieve good results 

for clustering problem [11]. 

In this work, the GWO algorithm is applied on ten data sets 

which are taken from UCI Machine Learning Repository [12] for 

non-hierarchical (partitional) clustering. The clustering 

performance of the GWO algorithm is compared with the 

performances of the other clustering algorithms: k-means, k-

medoids and fuzzy c-means. In the rest of this work: In chapter II, 

we review the clustering problem. In chapter III, we describe the 

algorithms used for clustering. In chapter IV, we show the 

experimental results. Finally, in chapter V, we analyse the 

experimental results as conclusion. 

2. The Clustering Problem 

The clustering is an important process to divide a set of data 

samples into sub groups in respect to similarity or dissimilarity 

between data samples. After the clustering process, it is expected 

that the samples which have similar characteristics are in same 

cluster and the dissimilar samples in different groups. In short, 

the main aim of the clustering is to create the homogenous data 

groups [2], [4], [13]. 

The main goal of the partitional clustering approaches is to 

separate N data samples into k groups (clusters). To achieve this 
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purpose, the algorithms perform to find the best centroids which 

represent the clusters. The obtained centroids should ensure that 

similar samples are collected in same cluster, as dissimilar 

samples must be in different clusters.  There are many 

approaches, like Manhattan distance [14], Minkowski distance 

[15], Euclidean distance [16] etc., to measure the distance 

between two data vector [3],[4]. In this work, the sum of squared 

Euclidean (SSE) distance between each data sample and the 

cluster center which data sample belongs is used as objective 

function to be minimized by algorithms. 

3. The Reflective Process 

The Three clustering algorithms (k-means, k-medoids and fuzzy 

c-means) and one optimization algorithm (GWO) are used for 

partitional clustering on data sets. 

3.1. K-Means Clustering Algorithm 

K-means is one of the most popular partitional clustering 

algorithms. The algorithm is centroid based and each cluster is 

represented by a centroid point (or vector). Like other partitional 

clustering algorithms, the aim of the k-means algorithm is to find 

best k centers for N data samples. The clusters are generated 

according to the similarities between data samples, which 

calculated by a distance metric. K-means is a sharp clustering 

algorithm so that each data sample can belong to only one cluster. 

K-means can be seen as a minimization algorithm which 

performs to minimize the sum of distance between cluster centers 

and the data samples assigned to centers. Equation (1) shows the 

objective function which wanted to be minimized by the k-means 

algorithm to obtain the best cluster centers [17-19]. 
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where Ci is the set of k centers, x is the data sample which 

assigned to the Ci cluster and d(x, Ci) is the Euclidean distance 

between x and its center Ci. Equation (1) gives the sum squared 

Euclidean distance between the all data samples and their relative 

cluster centers. The value of each center (Ci) is evaluated by (2) 

given below [3], [20-23]. 

1

1
 

N

ji j

ji

w x
N =

= iC

  

(2) 

where Ni shows the number of data samples belong to ith cluster 

and wji is the membership degree of xj  for ith cluster. If xj is a 

member of the ith cluster, wji will be 1, otherwise it will be 0. 

Velmurugan summarizes k-means clustering algorithm in the 

following four steps [24]: 

1. Randomly, initialize k cluster centers within boundaries.  

2. For each data sample, match the data samples with the 

nearest center.  

3. After assignment process, update the center of the 

clusters. 

4. Continue to apply steps 2 and 3 until there is no more 

change for centers or iteration number reaches 

maximum.  

K-means clustering algorithm generally starts with a randomly 

initializing of the centers. The success of the algorithm depends 

on the random positions of the cluster centers. So, the algorithm 

which is initiated in a bad random location may experience 

sticking problem to the local minimum. After the initialization of 

centers, each data sample is matched with the nearest center. All 

cluster centers are updated with the new samples of clusters as 

next step. The assigning of data samples to a center and the 

updating of the centers are done in a loop until there is no any 

change for location of the centers or it reaches the maximum 

iteration number [19], [24]. 

3.2.  K-Medoids Clustering Algorithm 

K-medoids clustering algorithm is also a partitional clustering 

algorithm to separate the N data samples into k clusters. The main 

purpose of the k-medoids algorithm is to choose best medoids as 

cluster centers. A medoid can be defined as the data sample of a 

cluster which average dissimilarity to all data samples in cluster 

is minimum. The medoid which represents a center of cluster has 

to be chosen among data samples in data set. K-means and k-

medoids algorithms are similar in general structure. The main 

difference between two algorithms is the selection of the cluster 

centers. According to k-medoids algorithm, each cluster center 

must be a data sample from data set. However, any location in 

boundaries can be a cluster center for k-means algorithm [19], 

[25], [26].  

In this work, the Partitioning Around Medoids (PAM) approach 

which is proposed in [27] is used as a method of k-medoids 

algorithm. Although the PAM method is an efficient approach, it 

takes a considerable amount of time in its working structure and 

is not very useful for big data sets. The PAM method can be 

summarized in the following steps [17], [28]: 

1. Randomly, select k medoids as cluster center from data 

set. 

2. Match the all data samples with the nearest cluster 

center.  

3. For each medoid (m) sample and non-medoid (o) sample 

which related with m; swap m and o, and now o is a 

potential medoid. The cost of the objective function 

given by (1) is calculated with new potential medoid set.  

And the optimal medoids-cost options are selected. 

4. Apply steps 2 and 3 until no more change for set of 

medoids or maximum iteration number is reached.  

3.3.  Fuzzy C-Means Clustering Algorithm 

Fuzzy c-means algorithm which is developed by Dunn [29] and 

improved by Bezdek [30] is a partitional clustering method to 

divide a set of data samples into sub-groups. According to 

traditional clustering approaches, each data sample belongs to 

only one cluster; whereas in fuzzy clustering, each sample can 

belong to two or more clusters by having a degree of membership 

for each cluster. For each data sample, the sum of the 

membership degree for all clusters is equal to 1. The fuzzy c-

means algorithm is very similar to k-means algorithm. The aim of 

the fuzzy c-means algorithm is to minimize the function given by 

(3) [31],[32]. 
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where N is the number of data samples in data set, k is the 

number of clusters, xi is the ith data sample, m is a number bigger 

than 1, uij is the membership degree of the ith sample in jth 

cluster and Cj is the center of the jth cluster. Respectively, (4) and 

(5) show that how uij and Cj are updated in each step of the 

iteration.  
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The fuzzy c-means clustering algorithm generally can be 

summarized in the following steps [24]: 

Randomly, initialize the u membership degree matrix by using 

the constraints given below: 

 and   for each cluster. 

Calculate the center of the each cluster according to the 

memberships by using (5). 

Update the membership degree matrix by using (4). 

Repeat steps 2 and 3 until stopping criteria is provided. 

3.4.  Grey Wolf Optimizer Algorithm 

The GWO [33] algorithm which is based on social behavior of 

grey wolves is proposed by Mirjalili et al. in 2014. The hunting 

behavior of wolves and the social hierarchy between wolves are 

modeled mathematically to design the GWO algorithm. The 

modeling of the algorithm basically consists of four steps: social 

hierarchy, encircling prey, hunting and attacking prey [34-36]. 

 

Social Hierarchy: There are four types of wolves such as alpha 

(α), beta (β), delta (δ) and omega (ω) in social hierarchy of 

mathematically model of algorithm. According to the algorithm, 

the best three positions of the population are represented by 

alpha, beta and delta wolves respectively. The rest of the wolves 

are accepted to be omega. The hunting organization is guided by 

alpha, beta and delta. And the wolves which assumed as omega 

follow these three leader wolves [33],[36].  

Encircling Prey: The grey wolves surround the victim during the 

hunting. Equation (6) shows the updated position of each member 

in population during encircling [33].   

  (6) 

  (7) 

where   and   are the coefficient vectors which calculated 

by (8) and (9) respectively,  is the position of the victim, and

 is the current position of the gray wolf.  

  (8) 

  (9) 

where   is a number which linearly decreases from 2 to 0 

depends on iteration number, and  are vectors that randomly 

generated between 0 and 1.  

Hunting: As mentioned before, alpha, beta and delta wolves have 

best positions in population. So, they have better knowledge 

about a potential position for prey. Therefore, the members of the 

population use the position of the leader wolves to update their 

current position to achieve a better position. The following 

formulas given in (10), (11) and (12) have been developed to 

provide a mathematical representation of this action [33],[36].   
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Attacking Prey: The last step of the grey wolves is to attack the 

victim to finish hunting. The attacking phase is the exploitation 

process. The   value decreases from 2 to 0 for each iteration 

step while the algorithm is working. So that, value of  changes 

depends on value of . The value of  is randomly generated 

in the gap . When , the wolves are forced to 

attack the victim. On the other hand, if  , this forces the 

wolves to diverge from the victim to explore [33],[35],[36].  

Flow diagram of the GWO algorithm, while applying on 

clustering problem, is shown in Fig. (1). The algorithm starts with 

settings of the parameters. Then first population is generated with 

random cluster centers in boundaries. For each member of the 

population, according to the cluster centers, the fitness value is 

calculated. The best three members are assigned as alpha, beta 

and delta respectively. After that a loop is created to update the 

positions (which present the cluster centers) of the members in 

population. According to the new positions; alpha, beta and delta 

are updated at each step of the loop. When the criterion, which 

finishes the loop, is provided then the value of the alpha member 

is sent as the result of the algorithm.  
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Fig 1.  Images showing diagram of adaptation of GWO algorithm to 

clustering problem 

4. Experimental Results 

Ten data sets which have different attribute size and cluster 

number are used to compare the performances of the algorithms 

on partitional clustering problem. Table I gives the information 

about data sets which used in this work.  

The algorithms that used in this work have been performed on an 

Intel® Core™ i5-2400 CPU @ 3.1 GHz processor, 4GB RAM 

and Windows 7 (64-bit) Professional operating system.  

K-means, k-medoids and fuzzy c-means algorithms have only 

maximum iteration number as parameter. Nevertheless, the GWO 

algorithm has a set of parameters. The only mutual parameter is 

maximum iteration number for algorithms and its value is 1000. 

The population size is 100,  starts as 2 and linearly decreases 

to 0, and   is randomly generated in the gap [0, 1]. 

Table 1. The propertıes of the data sets [2] 

Data Set 
Number of 

Clusters 
Number of 
Attributes 

Number of Data 

Balance 3 4 625 

Cancer 2 30 569 

Cancer-Int 2 9 699 
Credit 2 14 690 

Dermatology 6 34 366 

E. Coli 5 7 327 
Glass 6 9 214 

Iris 3 4 150 

Thyroid 3 5 215 
Wine 3 13 178 

 

The SSE value given in (1) is used as objective function for all 

algorithms. The aim of the algorithms is to perform to find best 

cluster centers which minimize the SSE value. Algorithms 

worked 30 times and the generated results are presented in Table 

II, where B is best, W is worst, A is the average and S is the 

standard deviation result of the 30 times of working. For each 

data set, the best average result which generated by any algorithm 

is marked as bold. According to the results given in Table II, the 

GWO algorithm generated better solutions than the other 

algorithms for six (balance, cancer-int, credit, iris, thyroid and 

wine) data sets. For cancer data set, GWO and k-means have 

same result which is better than the solution of the other two 

algorithms. K-means algorithm generated better solutions on the 

rest of the data sets (dermatology, e. coli, and glass). K-medoids 

and fuzzy c-means clustering algorithms have no better results on 

any data set against the other algorithms. 

In Table III, the average value of objective function of 30 times 

working for algorithms and according to these results, the ranking 

of algorithms on each data set are given with the average rank of 

algorithms. The average rank shows that the GWO algorithm has 

better ranking against other clustering algorithms. The GWO 

algorithm has best average rank with 1.3; and k-means, fuzzy c-

means and k-medoids have 1.9, 3.3 and 3.4 average ranks, 

respectively. 

 
Table 2. The results of the 30 tımes for algorıthms 

Data sets  K-means 
K-

medoids 
F.C-means GWO 

Balance 

B 1423.8514 1672.4587 1722.2446 1423.8205 

W 1433.0977 1822.7225 1722.2446 1423.8213 

A 1425.7619 1716.0266 1722.2446 1423.8209 

S 2.05E+00 3.44E+01 1.16E-12 1.95E-04 

Cancer 

B 1.34E+154 1.79E+308 7.63E+156 1.34E+154 

W 1.34E+154 1.79E+308 7.63E+156 1.34E+154 

A 1.34E+154 1.79E+308 7.63E+156 1.34E+154 

S 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

Cancer-Int 

B 2986.9613 3311.5612 3286.1132 2964.3876 

W 2988.4278 4755.7844 3286.1132 2964.3906 

A 2988.0856 3755.4299 3286.1132 2964.3888 

S 6.31E-01 4.51E+02 3.68E-13 7.96E-04 

Credit 

B 748491.65 562404.23 759180.47 556743.89 

W 808744.44 670524.54 759180.47 557162.85 

A 796620.05 596216.51 759180.47 556797.08 

S 2.33E+04 3.46E+04 6.49E-11 1.00E+02 

Dermatology 

B 2021.0276 2792.4665 5196.3797 2221.5083 

W 2298.0339 3275.9505 5196.3797 2439.2836 

A 2088.3342 2978.1435 5196.3797 2342.1929 

S 6.82E+01 1.19E+02 2.50E-11 4.49E+01 

E. Coli 

B 66.0246 127.784 108.4402 65.6273 

W 70.3212 182.2736 108.4402 74.9942 

A 68.105 152.0576 108.4402 71.5338 

S 1.10E+00 1.56E+01 9.05E-11 2.67E+00 

Glass 

B 213.4205 303.9722 400.9817 275.7853 

W 266.5812 424.9596 404.2808 436.4331 

A 240.9204 338.7686 402.0121 313.4421 

S 1.43E+01 2.54E+01 1.49E+00 2.74E+01 

Iris 

B 97.3259 182.0554 106.3591 96.6567 

W 122.2789 253.9361 106.3591 120.8957 

A 102.328 210.6296 106.3591 98.4404 

S 1.01E+01 2.09E+01 8.29E-14 6.11E+00 

Thyroid 

B 1988.0143 2076.709 2812.49 1868.262 

W 2019.3404 2390.4087 2812.49 1940.0841 

A 2009.7801 2194.24 2812.49 1905.7626 

S 9.09E+00 7.96E+01 3.90E-11 1.99E+01 

Wine 

B 16555.68 16901.08 17128.45 16305.47 

W 18436.95 26491.45 17128.45 16336.63 

A 17788.93 20476.13 17128.45 16316.89 

S 8.90E+02 2.68E+03 6.26E-12 8.49E+00 

 

a

1 2, r r
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Table 3. The average value of objective function of 30 times and the rank 

depends on these results 

  K-means K-medoids F.C-means GWO 

Balance 
1425.7619 1716.0266 1722.2446 1423.8209 

2 3 4 1 

Cancer 
1.34E+154 1.79E+308 7.63E+156 1.34E+154 

1 4 3 1 

Cancer-Int 
2988.0856 3755.4299 3286.1132 2964.3888 

2 4 3 1 

Credit 
796620.05 596216.51 759180.47 556797.08 

4 2 3 1 

Dermatology 
2088.3342 2978.1435 5196.3797 2342.1929 

1 3 4 2 

E. Coli 
68.105 152.0576 108.4402 71.5338 

1 4 3 2 

Glass 
240.9204 338.7686 402.0121 313.4421 

1 3 4 2 

Iris 
102.328 210.6296 106.3591 98.4404 

2 4 3 1 

Thyroid 
2009.7801 2194.24 2812.49 1905.7626 

2 3 4 1 

Wine 
17788.93 20476.13 17128.45 16316.89 

3 4 2 1 

Avg. Rank 1.9 3.4 3.3 1.3 

5. Conclusion  

In this study, the GWO algorithm which is based on behavior of 

grey wolves is applied on partitional clustering problem. To 

measure the performance of the GWO on clustering problem, its 

performance is compared with three standard clustering 

algorithms: k-means, k-medoids and fuzzy c-means. As a result, 

the GWO algorithm generally generated better solutions than the 

other clustering algorithms. Therefore, the GWO can be proposed 

as an alternative algorithm to use on clustering problems.  
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