
 

 

International Journal of 

INTELLIGENT SYSTEMS AND APPLICATIONS IN 

ENGINEERING 
ISSN:2147-67992147-6799                                       www.ijisae.org Original Research Paper 

 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2020, 8(2), 116–120|  116 

 

Empirical Evaluation of the Effectiveness of Variational Autoencoders 

on Data Augmentation for the Image Classification Problem 

Ozge Oztimur Karadag*1, Ozlem Erdas Cicek2 
 

Submitted: 01/04/2020 Accepted: 01/06/2020      DOI: 10.1039/b000000x 

Abstract: In the last decade, deep learning methods have become the key solution for various machine learning problems. One major 

drawback of deep learning methods is that they require large datasets to have a good generalization performance. Researchers propose data 

augmentation techniques for generating synthetic data to overcome this problem. Traditional methods, such as flipping, rotation etc., which 

are referred as transformation based methods in this study are commonly used for obtaining synthetic data in the literature. These methods 

take as input an image and process that image to obtain a new one. On the other hand, generative models such as generative adversarial 

networks, auto-encoders, after trained with a set of image learn to generate synthetic data. Recently generative models are commonly used 

for data augmentation in various domains. In this study, we evaluate the effectiveness of a generative model, variational autoencoders 

(VAE), on the image classification problem. For this purpose, we train a VAE using CIFAR-10 dataset and generate synthetic samples 

with this model. We evaluate the classification performance using various sized datasets and compare the classification performances on 

four datasets; dataset without augmentation, dataset augmented with VAE and two datasets augmented with transformation based methods. 

We observe that the contribution of data augmentation is sensitive to the size of the dataset and VAE augmentation is as effective as the 

transformation based augmentation methods. 
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1. Introduction 

In recent years, deep learning techniques have almost become the 

key solution for image classification problems. While promising 

results can be obtained by these methods, the main drawback of 

them is the requirement for large number of training samples. 

Unless a large dataset is available, deep learning systems cannot 

be trained enough to get sufficient generalization performance. 

However, obtaining a large dataset especially with labels is a 

challenging task which demands to much labor and time. For this 

reason, given a dataset researchers propose generating synthetic 

data. This process is referred as data augmentation and it is 

especially preferred in certain domains such as medical imaging 

[1], underwater image analysis [2], remote sensing [3], human 

tracking [4] where it is hard to obtain labeled large datasets.  

Augmentation techniques can be grouped as transformation based 

methods and generative methods. Transformation based methods 

include techniques such as flipping, cropping, rotation, shifting, 

drop-out, and addition of noise while generative methods include 

models such as auto-encoders and generative adversarial networks 

(GAN). Among these methods, transformation based methods take 

as input an image and obtain a new image from that given image, 

while the generative models learn to generate synthetic data which 

possesses similar properties with a given set of image. 

Recently, GANs are commonly used for augmentation. While 

training a GAN is more demanding than training an auto-encoder, 

auto-encoder is not thoroughly analyzed in the context of data 

augmentation. In this study, we examine the effect of data 

augmentation for various sized datasets. And we compare the 

classification performances for three conditions; dataset without 

augmentation, dataset augmented with transformation based 

method and dataset augmented with the generative method VAE. 

2. Related Work 

Shorten and Khoshgoftaar [5] present a taxonomy of augmentation 

methods, where they group those techniques into two as “Basis 

image manipulations” and “Deep Learning Approaches”. They 

conduct a survey on limited data problem and they discuss the use 

of augmentation techniques on various image datasets.  

Shijie et. al. [6] reviewed the impact of various augmentation 

techniques; GANs, flipping, cropping, rotation, shifting etc. on 

image classification problem. They examined the effect of data 

augmentation as the size of the dataset changes and they reported 

that the contribution of data augmentation is more clearly observed 

as the size of available data shrinks. 

Augmentation techniques are commonly used for medical image 

analysis. Frid-Adar et al. [1] propose employing GAN for 

augmenting dataset on liver lesion classification problem, while 

Ge et al. [7] propose employing GAN for brain image 

augmentation. Ornek and Ceylan [8] compare the augmentation 

performance of various traditional transformation methods for 

Medical Thermography. 

A similar study to our study is conducted by Shijie et al. [6] which 

examines various augmentation methods for the image 

classification problem. They compare the classification 

performance over datasets which are augmented with the following 

methods; flipping, cropping, shifting, PCA jittering, Color 
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jittering, noise, rotation, GAN. As a generative method, GAN is 

employed, but VAE is not employed in that study. 

Variational Autoencoders (VAE) were first introduced by Kingma 

and Welling [9] for optimizing the inference and learning 

processes which are based on probabilistic models with intractably 

distributed parameters. At the end of their study, they obtained a 

neural network model to be used in recognition, visualization and 

noise reduction tasks. The study of Jorge et al., where a 

Convolutional VAE generating synthetic data is proposed, is an 

example usage of VAE in data augmentation [10]. They evaluate 

the contribution of this synthetic data by comparing the 

classification performance with and without the synthetic data. 

They conclude that the addition of synthetic data improves the 

classification performance using interpolation or extrapolation 

when transforming the data space. 

Perez and Wang [11] propose a neural network based data 

augmentation technique to examine the effectiveness of data 

augmentation for image classification. They compare the 

classification performance of their neural augmentation method 

with traditional techniques such as shifting, zooming, distorting 

etc. The experiments show that the classification using both 

traditional and proposed augmentation methods outperform the 

classification without the synthetic data generation. 

This study is a comparative research on data augmentation 

techniques for image classification. For image classification we 

employ a Convolutional Neural Network architecture. We examine 

the classification performance as the dataset expands. And we 

compare the performance of VAE with two transformation based 

methods; Dropout of Regions and Gaussian Blurring. In section 2 

we introduce the data augmentation methods that we employ in this 

study. In section 3 we explain the experimental setup and give 

empirical results. Finally, we provide our conclusions and talk 

about possible future work in section 4. 

3. Data Augmentation for Image Classification 

3.1. Transformation Based Data Augmentation Techniques 

In this study, two transformation based data augmentation methods 

are used in comparison with VAE. The first method is Gaussian 

Blurring which is commonly used for smoothing image. A 

Gaussian Kernel is applied to each pixel with its neighboring pixels 

for blurring effect. This method is specifically chosen as a baseline 

augmentation method as it is both easy and commonly used in the 

literature. 

The second method is Dropout of Regions (DoR) which is inspired 

by the Random Erasing [12] and Cutout Regularization [13] 

methods. Both Random Erasing and Cutout Regularization remove 

certain parts of the image. Similarly, DoR randomly selects pixels 

and erase them from the original image to generate a new image. 

While doing this process, DoR selects pixels randomly from 

different color channels so that it both removes certain pixels or 

change their color. This technique is reported as producing the 

highest accuracy [5] for the CIFAR-10 dataset [14] which is also 

employed in this study.  

3.2. Data Augmentation with VAE 

Variational Autoencoder (VAE) consists of an encoder, a decoder 

and a loss function. The encoder is a neural network which takes 

as input a data point x and outputs a latent representation z. The 

goal of the encoder is to find an efficient compression of data. Let 

qθ(z|x) denote the encoder which is assumed to be Gaussian 

Probability Density. The encoder outputs parameters to qθ(z|x). 

Once the parameters are estimated, it is possible to sample from 

this distribution.  

The decoder is another neural network, which takes as input the 

latent representation z and outputs the parameters to the probability 

distribution of the data. The decoder is represented by pϕ(x|z), and 

it is expected that the decoder learns to reconstruct data given its 

latent representation. Information loss during decoding is 

measured by log-likelihood log pϕ(x|z), which measures how 

effectively the decoder has learned to reconstruct input data x 

given its latent representation z.  

The loss function for a datapoint xi is given in Equation 1. The first 

term in this equation is the reconstruction loss which is defined as 

the expected negative log-likelihood of the i-th datapoint. The 

second term is the Kullback-Leibler divergence between the 

encoder's distribution qθ(z|x) and p(z), which measures 

information loss for using q to represent p. 

𝑙𝑖(𝜃, 𝜙) = −𝔼𝑍~𝑞𝜃(𝑧|𝑥𝑖 )[𝑙𝑜𝑔𝑝𝜙(𝑥𝑖|𝑧)] +

                                     𝕂𝕃(𝑞𝜃(𝑧|𝑥𝑖)||𝑝(𝑧))                     (1) 

Once the parameters of the probability distribution of data is 

learned, one can sample from the distribution and generate new 

data samples. 

3.3. Image Classification 

A Deep Convolutional Neural Network (CNN) architecture is used 

for classification of the images. The architecture of the classifier is 

inspired by the well-known classifiers AlexNet [14] and LeNet 

[15]. The architecture given in Figure 1 consists of two folds of 

convolution layers followed by max-pooling and dropout layers, 

which is then followed by a fatten layer before two dense layers. 

Three dropout layers are placed to avoid over-fitting. 

 

Fig. 1 Architecture of the Classifier. 
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Fig. 3: Architecture of (a) encoder and (b) decoder. 

4. Experiments 

4.1. Dataset 

In our experiments we use the CIFAR-10 dataset [14], which is 

commonly used in augmentation studies [16], [17], [18], [19], [20]. 

The dataset consists of 60000 colour images from 10 classes. The 

size of the images is 32x32 and there are 6000 images from each 

class. The dataset is separated into 50000 train and 10000 test 

images. Sample images from the dataset are given in Figure 2. 

Fig. 2 Sample images from CIFAR-10. 

 

4.2. Experimental Setup  

In this study the data augmentation with VAE is compared with 

two transformation based augmentation methods; Gaussian 

Blur(GB) and Dropout of regions (DoR). First, Gaussian Blurring 

is applied on a set of images, the standard deviation of the Gaussian 

Kernel is randomly selected for each image in the range [0:1; 3:0]. 

Then, for dropout of regions, augmenter which sets a certain 

fraction of pixels in an image to zero is applied. The pixels to be 

set are selected randomly and three color channels are considered 

separately so that both color variation and omitting of certain 

pixels are obtained. We use the “imaug” library [21] for 

transformation based methods. For data augmentation with VAE, 

a VAE is trained for each class in the dataset. The model of the 

VAE employed for data augmentation is a three layered encoder-

decoder architecture which is depicted in Figure 3. For each class 

a VAE is trained for 750 epochs and synthetic images for each 

class are generated using corresponding VAEs. 

Sample images obtained by Gaussian Blurring, Dropout of 

Regions methods and sample images which are generated by VAE 

are provided in Figure 4. In this figure, columns correspond to the 

three augmentation techniques; Gaussian Blurring, Dropout of 

Regions and VAE respectively. At each row of the figure, samples 

images from different classes are given. Classes from the first row 

to the last row are; horse, frog, car, ship, truck and cat respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4 Sample images that are obtained by Gaussian Blurring, Dropout of 
Regions and VAE. 

4.3. Results 

We evaluate the effectiveness of data augmentation with three 

different techniques on various sized datasets. The experiments are 

run in four folds for the number of original images 

{5000,10000,25000,40000}. At each fold of the experiment, we 

select an N number of images randomly for training. And then we 

select N*0.25 number of images randomly for testing. 

 
(a) 

 
(b) 
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In the first run of the fold, only the original images are used for 

training. In the second run of the fold, N*0.5 number of images are 

generated by three techniques separately and those images  

Fig. 5 Classification Accuracies obtained by augmentation with Gaussian Blurring, Dropout of Region and VAE respectively. 

Table 1. Classification performance for various sized datasets with and 

without augmentation 

Num. of Or. 

Im. 

Num. of Gen. 

Im. 

Accuracy 

Baseline GB DoR VAE 

5000 - 0.60 - - - 

5000 2500 - 0.57 0.58 0.57 

5000 5000 - 0.58 0.60 0.57 

10000 - 0.64 - - - 

10000 5000 - 0.64 0.65 0.65 

10000 1000 - 0.65 0.66 0.66 

25000 - 0.72 - - - 

25000 12500 - 0.74 0.74 0.73 

25000 25000 - 0.73 0.75 0.72 

40000 - 0.76 - - - 

40000 20000 - 0.75 0.77 0.75 

40000 40000 - 0.73 0.75 0.71 

together with the original images are used for training. In the third 

run of the fold, N number of images are generated by three 

techniques separately and they are used together with the original 

images for training. In the third run, there are as many synthetic 

samples as the number of original images. Classification 

performance is measured as the accuracy which is the percentage 

of correct classifications. 

The results for four fold experiments are provided in Table 1. In 

this table, each fold is separated by bold lines. At each fold, the 

first row is the classification without augmentation which is 

referred as the Baseline method. 

Analysis of Table 1, points out that VAE is as much effective as 

DoR in the second fold where the number of original images is set 

as 10000.  

Table 1 also reveals that, as the size of the dataset increases, the 

contribution of augmentation is almost not required at all. 

Moreover, at a size of 40000 images, generating another 40000 

images causes a decrease in the performance for all three methods.  

Accuracy vs. percentage of synthetic data graphs are given in 

Figure 5. In this figure, the x axis refers to the amount of 

augmented data. 0:0 refers to no augmentation while 1:0 refers to 
N number of augmented images for N number of original images. 

This figure shows that; it is possible to obtain a slightly better 

performance than the baseline method which uses no 

augmentation. This increase is most evident with a dataset size of 

10000 images. Results in Table 1 reveal that VAE is not more 

effective than the transformation based methods; Gaussian Blur 

and Dropout of Regions. 

5. Conclusion 

In this study, we empirically evaluate the effectiveness of VAEs 

on data augmentation for the image classification problem. Besides 

augmentation with VAE, we employ two widely used 

transformation methods; Gaussian Blurring and Dropout of 

Regions. Our experiments reveal that VAE augmentation is nearly 

as effective as the transformation based methods. However, VAE 

does not come out to be more effective than the two traditional 

methods. 

Experiments show that the contribution of data augmentation 

becomes more evident as the size of the initial dataset shrinks. 

Nevertheless, if the dataset is too small, augmentation does not 

improve the classification performance. Moreover, classification 

after augmentation with very small data degrades the classification 

performance. 

As a future work, variation of VAE, such as conditional VAE can 

be evaluated for data augmentation. Another interesting study 

would be combining various augmentation methods. Both the 

transformation based methods and generative models can be 

applied to augment data and its effectiveness on the classification 

performance can be observed.  
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