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Abstract: Sound is the pressure wave created by an object vibrating with a certain frequency. 3 organs are needed for the formation of 

voice in humans. These are lungs, vocal cords and mouth. Due to the structure of these organs and the similarity of the person with their 

current language, they can speak another language with different accent. A language can be spoken in different parts of the same country 

and in different countries. The second most widely used language in the world is English, has numerous accents around the world. In this 

study, it is aimed to determine which country the English accent spoken in different regions belongs to. In the dataset used, there are 330 

sound samples including English accents spoken in Spain, France, Germany, Italy, England and America. Classification has been made 

with 12 features obtained by Mel Frequency Cepstrum Coefficients feature extraction method. k-Nearest Neighbor (kNN) were used in the 

classification and 87.2% success was achieved. 
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1. Introduction 

In order for a language to be understood, speakers need to transfer 

the words in that language accurately and fluently. In order for the 

communication between the listener and the speaker to be 

complete, they must use the same meaning on both sides of the 

words they speak. However, as in many languages in the world, a 

word belonging to the same language can have different meanings, 

spelling and accents according to regions. This situation may cause 

some disruptions in communication between people in different 

regions [1]. It can also be said that migration between countries 

plays an important role in the formation of different accents [2]. 

Recently, significant progress has been made in speech recognition 

with the invention of new machine learning techniques. There are 

various acoustic properties of the voice that gives information 

about accent, gender, stress, and emotional states [3]. The accent 

of a language is an acoustic feature that differentiates the speech 

of that language. People who speak a language other than their 

native language speak in an accent that is not under their control. 

Although many factors affect this accent, it is more related to the 

age at which the foreign language is learned. In a foreign language 

learned at an early age, accent is less common [4]. The rate of 

recognizing the accent of a native speaker of English and the accent 

of a non-native English speaker is different. It is easier to identify 

the accents of speakers whose mother tongue is different. Studies 

have been conducted to define the accents of people with the same 

mother tongue that differ according to regions [5]. There have also 

been studies using stress in words in order to define the spoken 

accent of people in different regions with the same mother tongue 

[6]. In addition to these studies, accent recognition studies were 

also carried out using the voices of native speakers who have a 

different mother tongue and have no similarities with the English 

language [7]. Since there are many accents in countries with a large 

population such as India, accent recognition studies have been 

carried out in Indian [8]. In a study in which telephone 

conversations were used to define English accents spoken in 

different regions of England, 14 different accents could be defined 

[9]. The target audience for accent recognition studies are babies 

and adults. Among the reasons for this is that babies' accents 

quickly adapt to the new region within 5 months, and adults change 

their accent after a long time [10]. Artificial neural networks were 

used to describe the English accents spoken by people of different 

origins in Malaysia, and very high results were obtained [11]. This 

study focuses on defining the English accent spoken in different 

regions. The study was planned as follows. In Chapter 2, the used 

data set and kNN method are explained. Test results are given in 

Chapter 3 and results in Chapter 4. 

2. Material and Methods 

In this section, the content and features of the dataset used to define 

the English accent, the kNN method used for classification, the 

performance metrics required to compare the results of the 

experiments and measure the performance of the classification 

method are explained. The steps of extracting features from audio 

data and classifying using these features are shown in Fig. 1. The 

pre-processing steps and feature extraction steps on the dataset 

were previously performed during the dataset creation stage. 

 

Fig. 1. Identification steps using sound data 
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2.1. Dataset 

The dataset used in the study includes 165 English speech sound 

data with American accents and 165 voice data of English accents 

spoken in other regions. A total of 330 audio data were taken from 

22 speakers. 11 of these talks are men and 11 of them are women. 

There is no noise in the background of sound data [12]. Table 1 

shows how many data were collected by gender. There are 12 

properties in the dataset to be used in classification. These features 

have been extracted from speech data with the MFCC method 

before. 

Table 1. Speakers demographic data (US: American english accent, Non-

US: Non-American accent) 

Accent 
Gender 

Female Male Total 

US 90 75 165 

Non-US 90 75 165 

Total 180 150 330 

Accents other than the American accent were collected from 

people of Spain, France, Germany, Italy, England descent. This 

situation makes the accent recognition process difficult. Because 

each word is voiced differently by people of different origin. 

2.2. Performance Metrics 

When a model is created to solve a classification problem, the 

success of the model is represented by the percentage of correct 

predictions among all the predictions. However, in order to be able 

to say that a model is a successful model, different calculations and 

the information resulting from these calculations are needed [13]. 

The confusion matrix is used to obtain this information. In order to 

evaluate the performance of the model over this matrix, 

information can be obtained by making various calculations. Table 

2 shows the parameters in the confusion matrix. 

 

Table 2. Confusion matrix 

 
Predicted 

Positive Negative 

Actual 

Positive 
True positive 

(TP) 

False negative 

(FN) 

Negative 
False positive 

(FP) 

True negative 

(TN) 

The model can be evaluated by making calculations with confusion 

matrix data. Evaluation criteria can be listed as accuracy, error rate, 

specificity, precision, recall and F1-Measure [14]. The calculation 

of these values and their contribution to the evaluation are shown 

in Table 3. 

ROC (Reciever Operator Characteristics Curve) curves are used to 

measure the performance of a classification problem. In the ROC 

curve, sensitivity is shown on the y-axis, specifity on the x-axis. 

These values are shown as dots and finally converge, resulting in 

the ROC curve. The area under the curve is called AUC (Area 

under the ROC curve) and the AUC value varies between 0 and 1. 

As this value approaches 1, the predictive value increases, as it 

approaches 0, the forecast value decreases [15]. Fig. 2 shows the 

ROC curve and the AUC area. 

 

 

Table 3. Calculation of model evaluation performance criteria 

Measure Formula Declaration 

Accuracy (TP+TN)/Total Returns the proportion of correctly 
predicted samples out of all 

samples 

Error Rate (FP+FN)/Total Returns the proportion of samples 
incorrectly estimated from all 

samples 

Recall (r) TP/(TP+FN) Returns the correct classification 
rate of positive samples 

Specificity TN/(TN+FP) Returns the correct classification 

rate of negative samples 
Precision 

(p) 

TP/(TP+FP) Returns the ratio of correctly 

classified positive samples to total 

positive samples 
F1-Score (2*p*r)/(p+r) It is the harmonic mean of 

sensitivity and a value looked for 

for uneven class distribution. 

 

Fig. 2. ROC curve (blue dotted line) and AUC area (Orange region) 

2.3. k-Nearest Neighbors 

The k-Nearest neighborhood algorithm is a controlled machine 

learning algorithm. It can be used in regression and classification 

problems. It was used for classification purposes in this study. The 

kNN algorithm is frequently used in machine learning problems 

due to its compatibility with noisy data. However, in classification 

problems involving big data, it is not preferred because the distance 

calculation is performed each time, as memory shortage may be 

encountered [16]. The working steps of the kNN algorithm are 

shown in Fig. 3. 

 

Fig. 3.The operation steps of the kNN algorithm 
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As can be seen in the process steps in Fig. 3, first the k parameter 

is determined. This value represents the number of most neighbors 

of a point. Since the number of classes is 2 in this study, the k value 

was determined as 2. After this step, the distance of a data to 

existing data is calculated with distance equations. Euclidean 

distance function has been used in the study and its formula is 

shown in equation (1). It is assigned to the nearest k neighbor class 

according to the distances determined. The specified class 

becomes the class of the data and the data is tagged. 

𝑑(𝑎, 𝑏) = √(𝑥1 − 𝑥2)
2 + (𝑦1 − 𝑦2)

2    (1) 

3. Experımental Results 

Experiments have been carried out using a dataset containing 

features extracted from the audio signal data by MFCC method. 

The kNN method used for classification has been very successful. 

The number of neighbors used in the method was determined as 5. 

The confusion matrix obtained as a result of the classification made 

on 330 data is shown in Table 4. 

Table 4. Confusion matrix obtained by kNN method 

  PREDICTED 

  US NON-US 

A
C

T
U

A
L

 U
S

 

150 14 

N
O

N
-U

S
 

28 138 

According to the values given in Table 4, the value (TP) 150 in 

which the American accent is classified as correct, the accent (FN) 

14, which is actually the American accent but is classified as 

incorrect, the value (FP) 28, which is not actually an American 

accent but is classified as an American accent, is not actually an 

American accent. The value classified as (TN) was found to be 

138. The sum of these values is 330. By using these values, 

different data about the classification success can be reached. 

Table 5 shows the classification evaluation data obtained as a result 

of the calculations. 

Table 5. Performance criteria required to evaluate classification success 

Measure Formula Results 

Accuracy (TP+TN)/Total 87.3% 

Error Rate (FP+FN)/Total 12.7% 

Recall (r) TP/(TP+FN) 84.1% 

Specificity TN/(TN+FP) 83.1% 

Precision (p) TP/(TP+FP) 84.3% 

F1-Score (2*p*r)/(p+r) 87.7% 

The classification success of the kNN method was 87.3%. When 

evaluating the classification performance, other evaluation criteria 

should be taken into account. Correct classification value of 

positive samples is 84.1%, correct classification value of negative 

samples is 83.1%. The fact that these values are close to each other 

indicates that the classification has been made successfully. 

According to the confisuon matrix data obtained from the kNN 

method, sensitivity and specifity values appear. Specificity shows 

the percentage value indicating how accurately the class was 

predicted by the Sensitivity classifier, and specificity shows the 

percentage value indicating how accurately the classes that are not 

included in the same class. Using these values, the ROC curve is 

drawn. The ROC curve is frequently used to measure the 

classification performance of methods in datasets containing 

classes that are not uniformly distributed. Fig. 4 shows the ROC 

curve for each class resulting from the data obtained from the 

classification. 

 

(a) 

 

(b) 

Fig. 4. ROC curves for US (a) and NON-US (b) class 

The area under the ROC curves (AUC) shown in Fig. 4 and the 

movement of the curves on the coordinate plane contains 

information about the performance of the classifiers. The more the 

area under the curve, the higher the classifier's performance. The 

closer the TP rate (y coordinate) is to 1 and the closer the FP rate 

(x coordinate) to 0, the higher the performance of the classifier. In 

this direction, graphics like in Fig. 4 emerge. The classification 

performance of the kNN method is quite high compared to the 

graphs in Fig. 4. In Fig. 4 (a), the AUC value for the US class is 

0.947, and the AUC value for the NON-US class is 0.947. 

4. Conclusions 

When the experimental results obtained in this study were 

examined, the sensitivity of the classification was 83.1% and the 

recall value was 84.1%. It can be said that the reason why these 

values are lower than 87.3%, which is the classification success 

value, is the number of data in the used dataset and the number of 

features used. When the number of data and the number of features 

is increased, the success of the classification is expected to 

increase. When the ROC curves and AUC values are examined, it 
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can be said that the classifier has learned the training data well. 

However, due to the low number of data, it is thought that the 

success was lower than expected due to the low number of both 

training and test data. In addition, the fact that the sound data in the 

dataset is obtained from different regions of the accents other than 

the American accent also affects the success. Collecting audio data 

for diacritics other than the American accent from the same region 

is also likely to increase success. In addition to these, different 

results can be obtained if a different method is used in the feature 

extraction process from audio data. Different classification 

methods may also produce different results in the dataset used. It 

is planned to use different classification methods and to increase 

the classification success in future studies. 
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