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Abstract: In this study, we have provided an alternative solution to spam and legitimate email classification problem.  The different deep 

learning architectures are applied on two feature selection methods, including the Mutual Information (MI) and Weighted Mutual 

Information (WMI). Firstly, feature selection methods including WMI and MI are applied to reduce number of selected terms.  Secondly, 

the feature vectors are constructed with concept of the bag-of-words (BoW) model. Finally, the performance of system is analyzed with 

using Artificial Neural Network (ANN), Long Short-Term Memory (LSTM) and Bidirectional Long Short-Term Memory (BILSTM) 

models. After experimental simulations, we have observed that there is a competition between detection results of using WMI and MI 

when commented with accuracy rates for the agglutinative language, namely Turkish.  The experimental scores show that the LSTM and 

BILSTM give 100% accuracy scores when combined with MI or WMI, for spam and legitimate emails.  However, for particular cross-

validation, the performance WMI is higher than MI features in terms e-mail grouping. It turns out that WMI and MI with deep learning 

architectures seem more robust to spam email detection when considering the high detection scores. 
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1. Introduction 

The technology brings the valuable advantages to our life. The one 

of biggest advantage can be noted as email communication service. 

With email conversation, the wasted time is greatly in many public 

and private organizations since it is extremely fast in terms of 

shipping. By sharing documents, opinions and information, the 

companies become more organized to reach their staffs and 

customers.  Moreover, with a lost cost, the companies can share 

their advertisements, brand the potential clients and boost the sales.  

Technically, a company can identify the pain point by taking 

messages from targeted clients. However, there are some weakness 

of email communication, which are reasoned by viruses, phishing 

and spam emails. Therefore, some security preventions are 

required in order to reduce the vulnerability of documents and 

information loss. 

Technically, the emails can be categorized in two classes, as spam 

(malicious) or legitimate (normal) [1-3].  The spam emails are 

called as junk or unsolicited bulk emails. Moreover, the meaning 

of spam cannot be restricted to malicious definition.  The spam 

definition varies with respect to target recipients. In an example, 

some legitimate emails can irrigate the staffs of an occupational 

group. Therefore, we have to emphasize that system for spam 

email detection must be developed based on the recipient's needs 

or the recipient must able to decide which emails are spam. The 

main aim of a developed system is reducing the stealing of privacy 

information, wasting of resources and reading time.   In this 

context, a robust system is greatly needed when it comes to assign 

an email as spam or legitimate. 

According to some statistics provided by Kaspersky [4], the 

percentage of spam emails during the first quarter of 2014 year was  

66.34%, while this percentage was 69.6% in 2013 year. Similarly, 

the Kaspersky Lab was reported that top spam countries were 

Asian ones when the geographical distribution of spam by 

countries are evaluated. In general, the Trojan viruses were 

observed as malicious attachments in spam emails. These harmful 

attachments are aimed to steal the confidential data, which may be 

credit card numbers, industry specific data, employment 

information and trade secrets. Moreover, the identity theft attacks 

have oriented on social networks.  Interestingly, the Kaspersky 

records that 130 million phishing attacks in second quartile of 2019 

year [5], as it was observed that most targeted organizations were 

banks and payment systems.  

Going through the literature, we can observe that a crowded set of 

study is performed on spam email detection by using statistical 

feature extraction/selection methods and classifiers.  The general 

methodology of these studies is categorized into four stages; 

preprocessing, feature extraction/selection, and classification. In a 

study, the Artificial Neural Networks (ANN) and Bayesian 

Networks used for spam email classification. The performance was 

reported to 90% accuracy rate for the Turkish language [2]. In 

another study, the filter approaches ( Document Frequency (DF), 

Mutual Information (MI) and Chi-Square (CHI2) and Information 

Gain (IG) ) and the wrapper approaches (Genetic Algorithm 

Selection (GS)) were used together as a hybrid approach for text 

classification [6].  Moreover, a mobile framework was introduced 

for real-time classify spam emails. In the referred study, the CHI2 

and IG-based feature selection procedure is carried out and highest 

overall accuracy rate is reported as 90.17%, for 747 spam and 
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4,827 legitimate emails of English language [1].  Additionally, the 

IG, Gini Index (GI) and CHI2 were applied with ANN and 

Decision Tree (DT) for email classification on Turkish language 

[7]. Furthermore, , the contribution of feature vector dimension 

was analyzed by using MI for spam email detection on Turkish e-

mails [8].  Recently, the deep learning-based approaches [9-12] 

have been performed with a purpose of text classification. 

The main objective of this study is investigating the discriminative 

capability of recurrent neural networks with feature selection 

methods. for e-mail classification over a special agglutinative 

language, namely Turkish. The Ods Ratio (OR) is used to weight 

the MI features, called as WMI. After obtaining the discriminative 

features, three well-known learning methods, which are ANN, 

LSTM [13] and BILSTM [14] are utilized on determined BoW 

histograms. To assess the performance of each individual 

classifier, the dimension of feature vector is changed as 50x5, 

75x5, 100x5, 125x5 and 150x5 by using the new term weighting 

feature.  The other important research of this study is that it is 

concentrated on a complex language as hard to find general rules 

to process due its characteristic property. 

The rest of the paper is organized that Section 2 displays the feature 

extraction stage.  The Section 3 reveals the feature selection stage.  

The utilized classifiers are explained in the Section 4. The findings 

of the experimental study are presented in Section 5. Finally, a 

conclusion is given in last section. 

2. Term Selection (Feature Selection) 

The key idea behind feature selection is representing data with 

effective size in terms efficiency for a learning model construction, 

the feature selection strategy is important to represent the data with 

effective size to extract the interesting pattern. There various 

benefits of using feature selections, which can be listed as 

improving the running of algorithm, enhancing performance, 

improving generalization, reducing the memory and hardware 

usage. Feature selection can be fulfilled based on the classifier 

dependent or independent way, as supervised or unsupervised, 

respectively. In case of supervised way, the wrapper, filter and 

hybrid approach are utilized to select the global or local optimum 

subsets of features. For text categorization, the different types of 

statistical feature selection methods are developed as Boolean 

Weighting (BW), Term Frequency Weighting (TF), TF-IDF 

Weighting, TFC Weighting and Entropy Weighting [15], TF-Chi 

square (TF-CHI), TF-Relevance Frequency (TF-RF) [16] and TF-

Odds Ratio (TF-OR) [17]. As a preprocessing step, the html tags, 

numbers, date and special characters have been removed from text 

to reduce negative effects of not-meaningful terms. To prevent 

performance declination in text classification, the stemming 

approach is broadly applied in case of ignoring these terms.  

Similarly, we have considered the first five characters of a Turkish 

word as stem. This stemming technique is known as fixed prefix 

stemming approach. After stemming, we have considered the 

favored feature selection techniques, given as MI and OR. The 

discriminative feature subsets are obtained and trained with 

classifiers to yield compact models. The details of feature selection 

methods are explained with following subsections. 

2.1. Odds Ratio (OR) 

The Odds Ratio [18]  deals with the absence and presence of two 

events in space. For a given population, the Odds ratio is a measure 

of absence of A event in case of the presence of B event.  In context 

of odds ratio refers to the probability of two events are normalized 

after dividing probability of absence condition with presence 

condition.  According to concept of the odds ratio, each term is 

obtained with the following formula [19, 20]: 
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In given equation, ( | )iP t C  and ( | )iP t C  denote the probabilities 

of the term t when the presence and absence of term Ci is given, 

respectively. 

2.2. Mutual Information (MI) 

The MI unearths the correlation between two variables. It measures 

the mutual dependency between two variables. The MI formula is 

given in Eq. (2-3) [3].  

For text classification, the highest MI score of a word means that 

it is commonly observed in the class A and occasionally observed 

in the class B.  We have performed the MI features for feature 

selection. 

Moreover, the MI score of each term is weighted by OR value in 

order to increase the success rate of assigning an e-mail to spam or 

legitimate category. The proposed feature selection method is 

named by Weighted MI (WMI).   
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In (2) and (3),  

S and N refer to the spam and normal emails, respectively. 

P (W=0, C=S): the probability of the word not to be included in 

spam e-mails 

P (W=1, C=S): the probability of the word included in spam e-

mails. 

P (W=0, C=N): the probability of the word not to be included in 

normal e-mails.  

P (W=1, C=N): the probability of the word included in normal e-

mails. 

2.3. Weighted Mutual Information (WMI) 

There are benefits of multiplying the OR with MI.  As a special 

characteristic of the OR method, it measures the correlation 

between the presence or absence of term in class A and the 

presence or absence of same term in class B for binary text 

categorization problem. This fact allows us to explore the 

contribution of weighting the MI with OR. In most of studies, the 

performance of combining features of CHI2 and GI is investigated 

and taxonomy procedure is realized with a classifier such as SVM 

and K-NN. According to our knowledge, the weighting strategy is 

firstly analyzed in this study. The WMI can be represented with 

Eq. (4). 

( ) ( ) ( )=WM I  W   OR  W  x M I  W                          (4) 

3. Feature Vector Construction 

In general, the motivation behind feature extraction is improving 

performance of pattern classification as well as reducing the 

computational running time of the test and training stage. The main 

contributions of feature selection are efficiency and effectiveness 

in terms of memory usage and performance improvement. The 

dimension reduction can be fulfilled with different approach 

including subspace based feature projections approaches or simple 
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heuristic thresholding technique.  In order to project the higher 

dimensional data into lower one, a   various algorithms have been 

proposed such as Principal Component Analysis (PCA) [21], 

Singular Value Decomposition (SVD) [22] and Independent 

Component Analysis (ICA) [23] or using a nonlinear method 

including Sammon’s mapping [24].  These methods investigate 

linear correlation in feature space and eliminate redundant ones 

after projecting onto subspace orthonormal vectors. In case of 

feature extraction, we have represented each email sample with 

histogram, by applying the concept of the bag-of-words model. As 

a result, the raw email data is represented with histograms after 

feature selection stage. Thus, the efficiency and effectiveness of 

classification is improved after feature vector extraction.  

4. Classifiers 

In general, a text classification operation consists of the following 

stages: Preprocessing, Feature extraction/selection and 

Classification. In this study, a fixed stemming procedure is realized 

before term selection procedure. For this purpose, the only first 

five letters of a word are considered as stem. In case of feature 

selection, the MI and WMI methods is applied to reveal the more 

meaningful features. Finally, three learning methods including 

Artificial Neural Network (ANN), Long Short-Term Memory 

(LSTM) and Bidirectional Long Short-Term Memory (BILSTM) 

are performed in the classification stage. The parameter selection 

and details for each learning method is explained in the following 

subsections. 

4.1. LSTM 

LSTM is the modified type of Recurrent Neural Network family. 

As a one the most utilized deep learning model, the LSTM captures 

the trend behind the time series or sequence data. Depending on 

the task being processed, there are four different types of LSTM 

architectures, which are one-to-one, one-to-many, many-to-many 

and many-to-one. Since there is a binary classification case (spam 

and legitimate), we have handled the problem as a residual 

minimization. The processed LSTM is consisting from; 

• 1 input layer (changes with respect to sequence size) 

• 1 hidden layer with 100 hidden units 

• 1 fully connected layer and  

• 1 regression layer with MSE loss.  

 

The details for parameter setting of LSTM is given as follows. 

• Optimizer: Stochastic Gradient Descent with 

Momentum (SGDM) 

• Epoch: 100 

• Mini Batch Size: 128 

• Initial Learning Rate: 0.001 

• Learn Rate Drop Period: 50 

• Learn Rate Drop Rate Factor: 0.1 

• Momentum: 0.9 

• Learn Rate Schedule: “piecewise” 

• Validation Frequency: 50 

In case of prediction stage, the threshold is 0.5 when it comes to 

assign the test label into spam or legitimate class. If the output 

value of network is less or equal to 0.5, the label of test sample is 

marked as spam, otherwise it is legitimate. 

4.2. Artificial Neural Network 

The ANN [25] is an intelligent system inspired from the biological 

neural networks for the pattern recognition, prediction, and data 

compression tasks. The main idea is adapting a system that have 

capabilities of neurons. From this perspective, a nonlinear system 

is modelled based on a set of nodes and connection between nodes 

by considering the particular trend stated on the data. The general 

stages behind an ANN algorithm can be simplified with following 

steps: 

(1) Determination of a model for “best” representation of data. 

(2) Specification of correct parameters for training stage. 

(3) Then, some nonlinear operations are operated till network 

output matches the true target based on some error criteria. 

To employ the ANN with the purpose of classification, we have 

preferred the Matlab implementation with two hidden layers 

having 20 neurons in each layer. 

4.3. BILSTM 

The BILSTM is generally performed when the learning problem is 

projected on sequences or series.  Similarly, the BILSTM generate 

a learned model with the help of forgetting and remember gates, 

which are usually called by cells. The main difference between 

LSTM and BILSTM is that the LSTM learns the trend from 

beginning to end, while the BILSTM learns through two directions 

as from beginning to end and end to beginning. 

 

Similarly, the applied BILSTM architecture is consisting from; 

• 1 input layer (changes with respect to sequence size) 

• 1 hidden layer with 100 hidden units 

• 1 fully connected layer and  

• 1 regression layer with MSE loss.  

 

The details for parameter setting of LSTM is given as follows. 

• Optimizer: Stochastic Gradient Descent with 

Momentum (SGDM) 

• Epoch: 100 

• Mini Batch Size: 128 

• Initial Learning Rate: 0.001 

• Learn Rate Drop Period: 50 

• Learn Rate Drop Rate Factor: 0.1 

• Momentum: 0.9 

• Learn Rate Schedule: “piecewise” 

• Validation Frequency: 50 

Similarly, for the prediction case, the threshold is 0.5 when it 

comes to determining the test label into spam or legitimate class. 

If the predicted value is less or equal to 0.5, the label of test sample 

is marked as spam, otherwise it is legitimate. 

5. Experimental Study 

5.1. Database 

In this study, Due to the lack of publicly available Turkish e-mail 

datasets, we have preferred a recently published dataset [3]. The 

referred dataset consists of 400 spams and 400 legitimate e-mails. 

To analyze the performance of proposed method, we have utilized 

the whole dataset.  

The all of experiments given in this work were carried out on the 

same hardware (Intel core i5-3210M with 2.5 GHz CPU and 4 GB 

memory) with a software invoked on the MATLAB environment. 

5.2. Studies on LSTM 

Fig. 1 (a-b) demonstrates the results of LSTM obtained by MI and 

WMI features for 4-fold cross-validation.  Results of Fig. 1 (b) 

indicates that performing the LSTM on WMI features provides the 

highest accuracy rates as 100% for legitimate email classification 

in case of all feature vector dimension. It generates the 100% 

detection rates for spam email classification over 3rd and 4th cross-

fold validation for all feature dimensions.  

Moreover, the performance of utilized LTSM is presented in Fig. 
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2 (a-b), when considering the MI features.  In case of legitimate 

recognition, LSTM again gives the maximum recognition score as 

100% when the feature vector size is 50, 75, 100, 125 or 150.  One 

can say that the performance of WMI features is slightly better than 

the MI. For all cross-validations, the average results are higher than 

99%.   

5.3. Studies on Artificial Neural Network 

The Fig. 3 (a-b) summarizes the classification rates returned from 

the ANN classifier when conducting WMI features in terms of 

spam and legitimate e-mails, respectively. By analyzing the 

results, it has been observed that ANN gives maximum rates as 

93.25% and 98.00% in case spam and legitimate e-mails if the 

feature vector size is chosen as 100 and 125, respectively. 

Moreover, the results obtained from MI features with ANN 

classifier is depicted on Fig. 4 (a-b) for spam and legitimate e-

mails, respectively. At a glance, it should be emphasized that the 

performance of ANN on legitimate e-mails is superior to spam e-

mails. While the successive results obtained by ANN on spam e-

mails is maximum 95.50% with 150 dimension of feature set, but 

in case of legitimate ones, the accuracy rate appears as 98.75% 

with 50 dimension of feature set. 

5.4. Studies on BILSTM 

The performance of BILSTM has also investigated for spam and 

legitimate email detection. The utilized BILSTM with weighted 

mutual information gives 100% accuracy rates for all feature 

vector dimension and 4-fold cross validation.  Given the results on 

Fig. 5 (a-b), one can observe that the BILSTM combined with 

WMI features shows the valuable results for both legitimate and 

spam email classification.  

Furthermore, for MI features, the performance of BILSTM shows 

valuable detection results. Particularly on legitimate emails, the 

BILSTM reaches the 100% accuracy scores for all feature vector 

dimension. However, with increasing feature vector dimension, the 

performance of BILSTM considerably improved when spam email 

detection results are observed from Fig. 5(b). 

5.5. Evaluation of the System 

The performance of average detection results is given in Table 1, 

2, 3 and 4.  Specifically for ANN, one can witness that there is a 

declining trend in performance with increasing feature vector size. 

This can be attributed to the curse of dimensionality problem as the 

curse of dimensionality [26-29] arises when the feature vector size 

becomes bigger than a specific size. It is an inevitable problem in 

case of high dimensional data. However, for LSTM and BILSTM, 

we can note that the bigger dimension does not affect the 

performance.   

As another interesting point, the all of the classifiers present 

superior results in case of legitimate e-mail classification when 

compared with the spam ones. This property can be attributed to a 

discriminative characteristic of selected legitimate and spam 

words. 

To compare the performance of WMI and MI features combined 

with different classifiers, the average accuracy results for each 

classifier have been given in Table (1-2) and Table (3-4) in terms 

of spam and legitimate email detection. Upon inspecting the Table 

1 and 2, one can emphasize that the highest average performances 

are 100% and 100.00%, when performing the BILSTM with WMI 

features, for spam and legitimate emails respectively. However, 

the performance of ANN is slightly lower than the LSTM and 

BILSTM. This performance limitation can be explained with lower 

discriminative capability of ANN.  

 

(a) 

 

(b) 

Fig. 1. Performance of LSTM on WMI. 

 

(a) 
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(b) 

Fig. 2. Performance of LSTM on MI. 

 

 

(a) 

 

(b) 

Fig. 3. Performance of ANN on WMI 

 

(a) 

 

(b) 

Fig 4. Performance of ANN on MI. 

 
(a) 
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(b) 

Fig. 5. Performance of BILSTM on WMI. 

 
(a) 

 
(b) 

Fig. 6. Performance of BILSTM on MI. 

After analyzing the results of MI features given in Tables 3 and 4, 

we can observe that the highest scores are determined with 

BILSTM and LSTM for spam and legitimate email detection, 

respectively.  One can say that WMI features give higher results 

than MI features. 

 

 

Table 1. Overall performance with WMI on spams. 

 SPAM 

SIZE 50x5 75x5 100x5 125x5 150x5 

ANN 92.00 93.00 93.25 89.00 91.50 

LSTM 100.00 99.75 99.25 100.00 100.00 

BILSTM 100.00 100.00 100.00 100.00 100.00 

AVERAGE 97.33 97.58 97.50 96.33 97.17 

 

Table 2. Overall performance with WMI on legitimates. 

 LEGITIMATE 

SIZE 50x5 75x5 100x5 125x5 150x5 

ANN 97.50 95.00 96.50 98.00 97.25 

LSTM 100.00 100.00 100.00 100.00 100.00 

BILSTM 100.00 100.00 100.00 99.75 100.00 

AVERAGE 99.17 98.33 98.83 99.25 99.08 

 

Table 3. Overall performance with MI on spams. 

 SPAM 

SIZE 50x5 75x5 100x5 125x5 150x5 

ANN 92.25 94.75 90.50 88.25 95.50 

LSTM 99.25 99.50 98.25 100.00 99.75 

BILSTM 100.00 100.00 100.00 100.00 100.00 

AVERAGE 97.17 98.08 96.25 96.08 98.42 

 

 

Table 4. Overall performance with MI on legitimates. 

 LEGITIMATE 

SIZE 50x5 75x5 100x5 125x5 150x5 

ANN 98.75 97.25 98.00 98.00 97.00 

LSTM 100.00 100.00 100.00 100.00 100.00 

BILSTM 99.25 99.00 100.00 99.75 100.00 

AVERAGE 99.33 98.75 99.33 99.25 99.00 

 

This study shows that using WMI or MI with LSTM or BILSTM 

classifier gives highest recognition rates, which is given as 100% 

for both spam and legitimate emails. Comparing to literature, the 

combination of CHI2 and ANN has yielded a 91% accuracy rate 

for spam emails and 97% for legitimate emails [7].  Moreover, the 

performance of MI and ANN was reported to 91.08% and highest 

detection score of MI and DT was accounted for 87.67% when the 

feature vectors dimension are selected as 150x5 and 75x5, 

respectively [8]. Additionally, the running time for feature 

extraction is roughly about 0.001 seconds for MI and WMI. 

Moreover, we have compared the performance of the proposed 

method with some studies that are used the same dataset. In a study 

on filtering Turkish SMS messages [3], the highest Micro-F1 score 

was reported as 0.98, which was obtained by performing Support 

Vector Machine (SVM) classifier on Structural Features (SF) and 

50% of Bag of Word (BOW) features chosen by CHI2 feature 

selection method. The SF refers to the number of terms obtained 

using alphanumeric tokenization. Again, the 0.95 Micro-F1 score 

was determined by using K-NN classifier with a fusion set of SF 

and 50% of BoW features selected by GI. In another study [1], the 

valuable classification score, as 90.17%, was determined after 

applying the binary classification model on top-10 of 

features selected by CHI2.  Comparing with our proposed 

deep learning models, the BILSTM gives superior scores, 

which is reported as 100% for spam emails. 

6. Conclusion 

In the given study, we have inspected the performance of proposed 

feature selection method WMI and MI after combined with LSTM 
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and BILSTM to determine the label of email samples as spam or 

legitimate. Additionally, the performance of WMI and MI has been 

compared under different feature vector dimensions. After 

conducting simulations with ANN, LSTM, and BILSTM, the 

results indicate that using WMI and MI combined with LSTM or 

BILSTM achieves a 100% accuracy rate.   As future work, the 

combination of MI with different feature selection methods 

including GI, CHI2, and IG can be analyzed for spam and 

legitimate email classification.  
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