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Abstract: Three frame difference is one of the well-known methods that is used to perform moving object detection. According to the 

theory, the presence of a moving object is estimated by subtracting consecutive three image frames that provide moving object edges. 

However, these edges do not give complete information of the moving object which means that the method leads to loss of information. 

Some post-processing methods such as morphological operations, optical flow and combining these techniques are necessary to be apply 

for obtaining complete information of moving object. In this paper, we present a new approach called Selected Three Frame Difference 

(STFD) to detect moving object in video sequences without any post processing operations. We initially propose an algorithm that selects 

three images considering the local maximum value of frame differences. Instead of using consecutive three frames, these three selected 

image differences that include non-overlapping object frames are applied to the logical and operator. We mathematically prove that the 

entire moving object is always detected in the second selected image. We analyzed the proposed method on public benchmark dataset and 

the dataset collected from our laboratory. To validate the performance of our approach, we also compared with three frame difference 

method and background subtraction based traditional moving object detection methods on a few sample videos selected from different 

datasets. 
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1. Introduction 

Recently moving object detection in video sequences is required for 

making analysis more intelligent aspect in computer vision area 

such as surveillance in daily and wild life, retrieval and recognition 

[1-8]. The key issue of moving object in image frame can be 

defined as a region collected by a set of connected pixel that are 

segmented from the background. In general, the spatio-temporal 

changes between the consecutive images caused by moving object 

are considered to distinguish object in the scene from background 

[9-12]. However, there are so many difficulties obtaining robust 

model to detect object moving in the video sequences obtained 

from either indoor or outdoor scene. Lighting conditions, sudden 

fluctuations in direction of the object motion, complex background, 

shadow and non-rigid object deformation are some important 

problems that have been studied by researchers during the last 

decades in different aspect of view reported in [13]. 

Background subtraction, optical flow and frame difference are 

well-known algorithms for obtaining location of moving object in 

the video frames. Although mathematical approximation is very 

simple for all methods, in real applications, each method has 

advantages and disadvantages between each other. Background 

subtraction is basically a technique that detects object by 

subtracting background models which are estimated from 

consecutive image sequences by taking average of intensity [14-

17]. This method performs well accuracy when the camera is 

positioned as static and only small movement in the background 

can be available. Optical flow requires significant displacement 

image points which can be defined as location of moving pixels 

over the image frames [18,19]. Optical flow is represented by two-

dimensional vector which are velocities and direction of image 

points. Since it is sensitive to illumination changes and noises, 

additional processing is required to obtain distinguishing results 

that leads to complex computationally. The frame difference 

method, commonly used expression as temporal difference method, 

basically estimates presence of the moving object between two 

consecutive image [4,20]. Frame difference method [20,21], three 

frame difference method (TFD) [11, 22, 24] and four frame 

difference method [27] are such a different frame difference 

algorithm that have been proposed in the literature during last 

decades. The output of frame difference operations is the union of 

moving objects of two consecutive images [20]. The TFD methods 

are based on using logical “AND” (&) operator to the outputs of 

two frame difference obtained from the three consecutive images. 

The four frame difference method is based on the use of four 

consecutive images with the threshold parameter in order to avoid 

shadows in the TFD. Although effective results can be obtained by 

frame difference methods, there are some disadvantages such as 

leaving holes in foreground objects and detecting ghosts from 

background regions. 

In classical approach of three frame difference method [11], 

moving objects' edges are approximately detected through 

consecutive of three images. However, it is not sufficient 

information to represent all boundary pixels of moving object. Edge 

combining algorithms [23], morphological analysis method [28], 

optical flow [19] are therefore used to improve the performance of 

three difference method for obtaining every pixel of moving object. 

Morphological analysis method such as erosion and expansion are 

used to clean noises and fill the edges.  In addition, the tendency 

and trend directions are used to combine the detected edges. This 
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method is inefficient where dynamic background is present [24,25]. 

Time-lapsed image selection method is applied to create the 

background model and identify the moving regions of the images 

[26]. Two-dimensional global thresholds have been applied on the 

interest areas to effectively clean the ambient noise. In a recent 

study [24], the background model is calculated by taking average 

intensity values of five consecutive images and then the outer line 

information of the moving object is obtained. However, it is not 

possible to detect more than one moving object. To overcome the 

limitations of conventional post processing algorithms and to 

obtain complete information of moving objects without applying 

any process after TFD method, we propose a new algorithm based 

on TFD method which is called selected three frame difference 

(STFD). The contribution of our proposed approach is provided by 

the selection of three images that is used for TFD methods. In our 

proposed method, images are selected by calculating local 

maximum differences between two images instead of selecting 

consecutive images. This contribution ensures to obtain the discrete 

and non-overlapping complete moving object regions of the output 

of the frame difference operation. We also mathematically prove 

that second selected image is always obtained after applying logical 

“AND” (&) operator to the frame difference methods. 

The paper is organized as follows: We describe the proposed STFD 

algorithms in more details and present and mathematically prove 

our assumption for selecting images in Section 2. We show the 

performance of proposed algorithm on benchmark dataset and our 

own created dataset in Section 3. We summarize our findings and 

give future direction in Section 4. 

2. Proposed Method 

2.1. Three Frame Difference 

In classic frame difference approaches [11,19], the moving regions 

is detected through subtracting consecutive images. It is assumed 

that image sequences are captured by a static camera. Let us 

consider that Ik(x,y) is the intensity of the kth frame. The difference 

image Id(x,y) used to detect moving region is calculated as follows 

𝐼𝑑(𝑥, 𝑦)  =  |𝐼𝑘+1(𝑥, 𝑦) − 𝐼𝑘(𝑥, 𝑦)|          (1) 

where x and y are the coordinates. In order to remove noises, the 

median filter is applied to the difference image. Then, global 

threshold value Td is used to convert gray scale images to binary 

images defined as follows 

𝐼𝑓(𝑥, 𝑦) = {
0: 𝐼𝑑(𝑥, 𝑦) ≤  𝑇𝑑

1:      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
               (2) 

where If (x, y) is the binary image at the coordinate x and y. TFD 

method is originally developed by using frame difference and then 

applied logical operator from consecutive images. In this method, 

two frame difference outputs are obtained from three consecutive 

images. The moving regions are then detected by applying logical 

“AND” (&) operator on these output frames calculated as follow 

𝐼𝑏 =  𝐼𝑓1 & 𝐼𝑓2                (3) 

where Ib is the three frame difference binary output of images, If1 is 

difference between kth and (k+1) th images and If2 is difference 

between (k+1) th and (k+2) th images. With the expressions of the 

TFD method, edges of the moving object in the (k+1)th image are 

obtained by applying logical “AND” (&) operator  to the two frame 

difference output  Ib [19,, 24]. 

2.2. Proposed Image Selection Method 

Fig. 1 shows overall structure of our proposed image selection 

method. Our main contribution is that instead of using consecutive 

Fig. 1. The overview of the proposed image selection method. 
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images, the selected images that contain the non-overlapping 

objects' regions will be used in the three-frame difference method.  

The details of proposed methods are described as follows.  We have 

image sequences denoted as x= x1, ..., xn where n is the number of 

image frames. 

Step 1:  kth is the first image in the consecutive images denoted as 

Id1 when moving object is detected in image sequences.  

Step 2: Initially, the intensity difference between (k+i) th frame and 

selected first image frame kth are calculated respectively. As the 

object moves within the scene, total amount of intensity changes D 

increases described in Algorithm 1.  This is due to the fact that 

overlapped region of moving objects decreases. Fig. 2 shows the 

conceptional diagram of intersection region belonging to moving 

object according to intensity changes and differences.  In order to 

select second image, we propose an algorithm described in 

Algorithm 2 that determines maximum total amount of intensity 

changes denoted as LMj where j is the selected second frame. The 

second image denoted as Id2 is then selected corresponding to jth 

frame. The differences between Id1 and Id2 images represented as If1 

is finally calculated. 

Step-3: The third image Id3 is selected by computing next local 

maximum LMj+m where m is the selected third image 

corresponding to selected jth second image. In this case, the total 

amount of intensity changes is calculated according to the selected 

second image Id2. The differences between Id3 and Id2 images 

represented as If2 is finally calculated. 

Result: Total amount of intensity changes D between (k +i)th  frame and 

selected image kth  frame initialization; 

for i = 1 to n-1 do 

Calculate frame difference Idi where Idi =(Ik , Ik+i); 

Compute median filter Imi of Idi ; 

Obtain binary image Ifi of Imi ; 

Calculate total amount of intensity changes Di of Ifi where 

  𝐷𝑖 = ∑  𝑛 ∑  𝑚 𝐼𝑓𝑖(𝑥, 𝑦);  

end 

Algorithm 1: The total amount of Intensity changes calculation D 

 

Result: Local Maximum (LM) corresponding to previous selected frame; 

for j=1 to n-1 do 

If Dj+1-Dj >= 0 then 

Continue;  

else 

 LMj =Ifj;  

end  

end 

Algorithm 2: Searching negative intensity changes initialization to 

determine LMj 

Assumption: 

The complete moving object region is detected in the second 

selected frame by taking the logical "AND" operator between non-

overlapping moving objects in the frame of Of1 and Of2. 

Proof: 

Let us define as Od1, Od2 and Od3 are the non-overlapping moving 

objects of the first Id1, second Id2 and third Id3 selected images. The 

intersection regions between for each moving objects of the 

selected images are calculated as empty set given as below.   

 𝑂𝑑1 ∩ 𝑂𝑑2 = 𝜑, 𝑂𝑑2 ∩ 𝑂𝑑3 = 𝜑, 𝑂𝑑1 ∩ 𝑂𝑑3 = 𝜑                     (4) 

The moving object regions of the frame difference output If1 and 

If2 is calculated as  

𝑂𝑓1 = 𝑂𝑑1 ∪ 𝑂𝑑2, 𝑂𝑓2 = 𝑂𝑑2 ∪ 𝑂𝑑3                    (5) 

Logical and operator is expressed as intersection of these regions 

defined as follows 

𝑂𝑓1 ∩ 𝑂𝑓2 = (𝑂𝑑1 ∪ 𝑂𝑑2) ∩ (𝑂𝑑2 ∪ 𝑂𝑑3) = (𝑂𝑑1 ∩ 𝑂𝑑2) ∪
(𝑂𝑑2 ∩ 𝑂𝑑3) ∪ (𝑂𝑑1 ∩ 𝑂𝑑2) ∪ (𝑂𝑑2 ∩ 𝑂𝑑3)                                  (6) 

This mathematical expression is simplified as  

𝑂𝑓1 ∩ 𝑂𝑓2 = 𝜑 ∪ 𝜑 ∪ 𝑂𝑑2 ∪ 𝜑                        (7) 

where we verify that the moving object region of the second image 

Od2 is obtained. 

Result: Small Object Elimination 

for Every Output Binary Image do 

Components=Find Connected Components(Binary Image);  

for Every Components do 

Size=Calculate Size of Component ();  

if Size is Bigger Than Image Size/35 then 

Bounding Box Coordinates=Find Coordinates 

(Component);  

end 

end 

end 

Algorithm 3: Connected component analysis is used to eliminate small 

objects in the scene 

Connected component analysis is applied to determine bounding 

boxes of segmented moving detected objects. The aim of the 

analysis is to find the coordinates of the separated region in the 

binary image. The size of connected component is defined by 

bound box pixels that belongs to moving object or others objects. 

Algorithm 3 shows the details of connected component analysis 

approach for detecting moving objects that eliminates small size 

objects and reduce the detection time. 

Fig. 2.  Local maximum (LM) calculation among the consecutive images. 
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3. Experimental Results 

We firstly tested our proposed image selection algorithm on three 

standard benchmark video datasets: CAVIAR1 dataset, Fast 

Moving Object dataset (FMO)2 and LASIESTA3 dataset. We then 

analyzed the proposed STFD methods on real indoor movies 

dataset obtained from camera traps in our laboratory which is called 

CTRIN4 Dataset. Table 1 shows detailed information of some 

videos of the datasets. In order to verify the computational 

simplicity and efficiency of our proposed method, we compare with 

existing difference based methods for all datasets. Our experiments 

are carried out with ANACONDA distribution and Python 3.7 

version executed on an Intel(R) Xeon(R) X3440 cpu@2.53 GHz 

processor with 8GB RAM.  

As seen overall structure of proposed method results in Fig. 1, the 

first image kth denoted as Id1 is directly selected when object 

motion is detected in the image frames. The second image Id2 and 

the third image Id3 is selected by calculating the local maximum 

LM1 and LM2 values in the consecutive images described in 

Algorithm 1 and Algorithm 2. 

As seen in Fig. 1, the fourth image frame represented as (k+3)th in 

the consecutive images is the local maximum values. It is observed 

that the changes of difference are zero or negative in the next frame 

shown. The third image Id3 is selected by calculating the local 

maximum LM2 according to the second selected frame Id2. As seen 

in Fig. 1, the ninth image frame represented as (k+8)th in the 

consecutive images is the second local maximum value. The 

discrete and non-overlapping moving object regions of the output 

of the frame difference operation is obtained by using proposed 

image selection method. As seen in the Fig. 1, although the moving 

object regions is seen non overlapped in the frame difference 

outputs, (k+5)th or (k+6)th is not selected as the third image. This 

due to the fact that the image contains shadow of the moving object. 

At the end of the algorithm, the three image frame Id1, Id2 and Id3 

are selected in order to use in TFD method instead of using 

consecutive images. As shown in Fig. 3, moving objects of second 

selected image are detected by taking logical “AND” (&) operator 

between the selected output frame difference described in Equation 

(7). As seen from the results of output TFD, it is clearly observed 

that the complete information the moving object is obtained. In the 

experiments, we require three parameters for suppression of noise 

and small objects; global thresholding, the median filter box size 

and a threshold parameter for the disregarding small objects. Global 

threshold parameter is set to 17, the image size is set to 1/50 and 

the median filter box size is set to 1/35. It is observed that the 

median filter box size yielded successful results in many data sets 

in the value of 1/50 ratio. The accuracy of the proposed method was 

calculated by using recall, precision and F-score value represented 

in Equation (8), (9) and (10). True positives were determined 

according to the 0.5 and above value of the iou (intersection over 

union) of detected bounding boxes and the groundtruth of the 

dataset. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
               (8) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
              (9) 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 = 2 𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙
                   (10) 

 

Fig. 3.  The output images after applying logical “AND” (&) operator to frame difference output frames obtained from our proposed 

STFD method. 

https://groups.inf.ed.ac.uk/vision/CAVIAR/CAVIARDATA1/
http://cmp.felk.cvut.cz/fmo/
https://www.gti.ssr.upm.es/data/lasiestadatabase.html
https://drive.google.com/drive/folders/1Pr4IwAFHOpvGw7l5R6oOmtWi4GeBI9sw
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Table 1. Detailed Information of Benchmark Datasets 1,2 and own 

CTRIN dataset. 

Video Name Num of Img Num of Obj Size 

Caviar Walk1 609 1375 384x288 

Caviar Walk2 1559 2860 384x288 

Caviar Walk3 1040 1039 384x288 

FMO frisbee 100 18 1080x1920 

FMO blue 53 22 720x1280 

Lasiesta OCL02 425 419 352x288 

CTRIN Video1 189 174 1200x1600 

CTRIN Video10 175 141 1200x1600 

CTRIN Video27 285 110 1200x1600 

Table 2 represents precision, recall and F-score values of proposed 

the method applied on the benchmark CAVIAR, FMO and CTRIN 

datasets for testing the accuracy. As shown in the table, low 

precision value is obtained in the Caviar Walk2 video frames. The 

reason is that slowly moving object causes loss of information 

considering the different places that the moving target appeared in. 

On the other hand, due to containing comparatively fast moving 

objects in the image frames of FMO dataset, the accuracy increases. 

For our own CTRIN video dataset, it is clearly indicated that the 

precision and recall values are significantly high. One possible 

reason for the relatively good performance on these values might 

be elimination of shadow effect in the indoor environment. 

However, for all datasets, in the case of multiple moving objects 

available in the image frames, we observed that the accuracy of the 

proposed STFD method decreases. Table 3 shows the confusion 

matrix results of the proposed STFD method applied on all datasets. 

 Table 2. Accuracy of Benchmark Datasets1,2 and CTRIN dataset 

Video Name Precision Recall F-Score 

Caviar Walk1 0.98 0.97 0.97 

Caviar Walk2 0.72 0.93 0.81 

Caviar Walk3 0.98 0.83 0.90 

FMO frisbee 1.00 1.00 1.00 

FMO blue 0.95 0.84 0.89 

CTRIN Video1 0.99 0.98 0.98 

CTRIN Video10 1.00 0.96 0.98 

CTRIN Video27 1.00 0.96 0.98 

Table 3. Confusion Matrix of Benchmark Datasets1,2 and CTRIN dataset 

Video Name TP FP FN 

Caviar Walk1 1330 38 45 

Caviar Walk2 2653 1016 207 

Caviar Walk3 865 18 174 

FMO frisbee 18 0 0 

FMO blue 21 4 1 

CTRIN Video1 171 1 3 

CTRIN Video10 136 0 5 

CTRIN Video27 110 12 0 

Fig. 4 shows as a sample of output frames for the proposed STFD 

and TFD methods on all dataset.  The goal of this comparison is to 

emphasize the effectiveness of our method on different video 

frames containing the various type of actions and environments. It 

can be observed that the proposed STFD method can detect moving 

objects with higher accuracy than three frame difference TFD 

method, providing only edges of the presence of moving objects  

 

 

 

 

Fig. 4.  Sample frames of the comparison between proposed TFD method and Three Frame Difference on benchmark datasets (CAVIAR, 

LASIESTA, FMO) and recently created CTRIN dataset in our laboratory. 

_______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________ 

1 https://groups.inf.ed.ac.uk/vision/CAVIAR/CAVIARDATA1/ 
2 http://cmp.felk.cvut.cz/fmo/ 
3 https://www.gti.ssr.upm.es/data/lasiesta_database.html 
4 http://cogvi.atauni.edu.tr/ResearchLab/PageDetail/Our-CTRIN-Dataset-87 

 

https://www.gti.ssr.upm.es/data/lasiestadatabase.html
https://groups.inf.ed.ac.uk/vision/CAVIAR/CAVIARDATA1/
http://cmp.felk.cvut.cz/fmo/
https://www.gti.ssr.upm.es/data/lasiesta_database.html
http://cogvi.atauni.edu.tr/ResearchLab/PageDetail/Our-CTRIN-Dataset-87
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even the videos under taken from indoor or outdoor environments. 

We also compared proposed STFD method with TFD and 

background subtraction based traditional moving object detection 

methods; (GMG[29], MOG[30], MOG2[31], GRA[32], CNT[33], 

GSOC[34], KNN[35], LSBP[36]) in terms of F-score result on the 

LASIESTA3 dataset. Since the ground-truth of the LASIESTA3 

dataset contains pixel-based segmentation results for each 

background and foreground class in all frames, the accuracy of the 

proposed approach can be analysed and compared more efficiently 

with other methods. Therefore, F-score values are calculated with 

each pixel classes evaluation in ground-truth instead of bounding 

box and iou based method. The detailed results are shown in Table 

4. As seen from the table, the accuracy of the STFD is substantially 

higher than the TFD and background subtraction based traditional 

moving object detection methods. 

In addition, we compared time complexity performance evaluation 

of the proposed STFD method with TFD method and background 

subtraction based traditional object detection methods on CTRIN 

dataset as shown in Table 5. As seen in table proposed method has 

the best processing time performance among the all approaches.

Table 4. F-Score and Time Complexity Comparison of Proposed Method, TFD and Background Subtraction Based Traditional Methods of Benchmark 

LASIESTA3 dataset 

 MOG GMG MOG2 GRA CNT GSOC KNN LSBP TFD STFD 

I_BS_01 0,60 0,58 0,60 0,38 0,46 0,40 0,58 0,36 0,41 0,72 

I_BS_02 0,74 0,66 0,81 0,42 0,49 0,65 0,77 0,43 0,54 0,75 

I_CA_01 0,70 0,54 0,75 0,44 0,65 0,78 0,76 0,79 0,28 0,79 
I_CA_02 0,55 0,63 0,56 0,84 0,56 0,75 0,60 0,67 0,06 0,64 

I_IL_01 0,79 0,77 0,81 0,18 0,48 0,50 0,59 0,52 0,71 0,78 

I_IL_02 0,77 0,62 0,76 0,39 0,51 0,53 0,66 0,41 0,44 0,73 
I_MB_01 0,63 0,45 0,64 0,87 0,66 0,77 0,68 0,92 0,24 0,71 

I_MB_02 0,73 0,64 0,79 0,78 0,73 0,77 0,77 0,81 0,43 0,89 

I_MC_01 0,16 0,67 0,18 0,06 0,08 0,09 0,11 0,08 0,08 0,50 
I_MC_02 0,21 0,80 0,24 0,08 0,09 0,11 0,15 0,08 0,33 0,46 

I_OC_01 0,91 0,78 0,92 0,87 0,87 0,82 0,93 0,84 0,53 0,85 

I_OC_02 0,90 0,77 0,89 0,42 0,89 0,87 0,92 0,94 0,51 0,80 
I_SI_01 0,83 0,76 0,90 0,74 0,76 0,90 0,86 0,87 0,52 0,88 

I_SI_02 0,77 0,59 0,82 0,82 0,78 0,80 0,83 0,71 0,37 0,77 

I_SM_01 0,47 0,61 0,54 0,25 0,29 0,42 0,46 0,35 0,28 0,48 
I_SM_02 0,42 0,54 0,51 0,27 0,29 0,43 0,45 0,36 0,28 0,49 

O_CL_01 0,95 0,87 0,77 0,30 0,93 0,96 0,96 0,96 0,73 0,93 

O_CL_02 0,77 0,76 0,75 0,81 0,69 0,81 0,76 0,75 0,44 0,76 
O_MC_01 0,21 0,64 0,21 0,06 0,08 0,10 0,16 0,08 0,11 0,40 

O_MC_02 0,39 0,71 0,43 0,09 0,15 0,11 0,30 0,10 0,18 0,54 

O_RA_01 0,69 0,91 0,37 0,54 0,21 0,95 0,63 0,90 0,80 0,75 
O_RA_02 0,93 0,94 0,61 0,45 0,52 0,90 0,85 0,92 0,75 0,88 

O_SM_01 0,37 0,44 0,35 0,38 0,25 0,28 0,32 0,23 0,22 0,36 

O_SM_02 0,36 0,51 0,34 0,37 0,24 0,24 0,29 0,19 0,31 0,35 
O_SN_01 0,34 0,72 0,26 0,96 0,24 0,92 0,29 0,15 0,04 0,83 

O_SN_02 0,34 0,51 0,31 0,86 0,18 0,84 0,32 0,04 0,02 0,78 

O_SU_01 0,63 0,83 0,63 0,74 0,44 0,61 0,65 0,40 0,58 0,77 

O_SU_02 0,79 0,74 0,79 0,68 0,75 0,85 0,80 0,84 0,44 0,81 

AVERAGE 0,66 0,68 0,59 0,50 0,47 0,61 0,66 0,61 0,55 0,73 
Time Complexity 

(Average Second 

Per Image) 
0,0154 0,0188 0,0141 0,0127 0,0167 0,0245 0,0164 0,0351 0,0204 0,0123 

Table 5.  Time Complexity Performance Comparison on CTRIN dataset 

(Average Second Per Image) 

 CTRIN 

 (666 Frames - 

1600x1200) 

Caviar  

(3208 Frames 

– 384x288) 

FMO (153 

Frames - 

1080x1920) 

CNT 0,0237 0,0278 0,0830 
GMG 0,1752 0,0228 0,1909 
GRA 0,0275 0,0118 0,2705 
GSOC 0,2530 0,0309 0,4531 
LSBP 0,4491 0,0153 0,1656 
MOG 0,1120 0,0421 0,1127 
MOG2 0,0436 0,0171 0,1295 
KNN 0,0508 0,0144 0,0829 
TFD 0,0432 0,0092 0,0641 

STFD 

(Proposed) 
0,0158 0,0053 0,0509 

4. Conclusion 

We proposed a new algorithm STFD to detect moving objects 

without using any post processing methods. The STFD method is 

basically improves three frame difference by selecting non-

overlapping moving object in video frames. The proposed 

algorithm selects images calculating by the local maximum 

difference value between image sequences instead of using 

consecutive frames. We mathematically proved that the moving 

object is obtained the second selected image applying “AND” (&) 

operator of frame difference method. We tested our proposed STFD 

methods on benchmark datasets and the real data collected in our 

laboratory. We also compared the proposed method with TFD 

method and background subtraction based traditional moving 

object detection methods. We observed a remarkable result that the 

complete information of moving object is more accurately obtained 

compared with TFD method. We observed from the experimental 

results that regardless of indoor or outdoor environment, the 

accuracy of proposed algorithm is quite high where only one 

moving detected object is available. In the case of multiple detected 

moving object in the scene, the accuracy decreases and noisy results 

are obtained. Despite these negative result, the accuracy of STFD 

is still significantly higher than TFD method.  
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