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Abstract:  Back pain is one of the main causes of disability, and its proper diagnosis and treatment are difficult tasks. Intelligent methods 

can help physicians make a more precise diagnosis of diseases. The present study was conducted to diagnose the correct type of mechanical 

low back pain (LBP) using an Adaptive Neuro-Fuzzy Inference System (ANFIS). The diagnostic parameters of mechanical LBP were 

determined using library reviews and the views of experts based on the Delphi technique. Modelling was done in MATLAB R2012 using 

the ANFIS. After the modelling stage, the method was tested in terms of the percentage of corrected classification and diagnostic value 

indicators. Modelling is applied in the present study to diagnose different types of mechanical LBP, including back strain, spondylolisthesis, 

spinal stenosis, disc herniation, and scoliosis. The modelling input included 17 diagnostic parameters, and its output contained various 

types of mechanical LBP. The percentage of corrected classification varied from 80.9% to 83.8% (disc herniation and spondylolisthesis). 

The system test in the present study showed an appropriate accuracy in diagnosing different types of mechanical LBP. As a result, this 

system can be helpful in clinical settings for diagnosing different types of mechanical LBP presenting with similar symptoms. 
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1. Introduction 

Back pain is one of the main causes of disability [1] and 

absenteeism from work [2]. Ten percent of all people in the world 

are affected by mild to very severe levels of this disorder [3]. The 

uncertainty in the diagnosis of this disorder is a dilemma for 

physicians that could lead to wrong treatments. Arriving at a 

definitive diagnosis can help care providers ensure the suitability 

of their treatment option and thus reduce the complications of 

improper treatment [4]. Diagnosing the patient’s disease is the first 

and most complicated step in medical practice. According to 

studies, the rate of errors in the diagnosis stage varies from 10% to 

15% [5]. Decision-making under conditions of uncertainty is one 

of the causes of medical errors [6]. A strategy for controlling these 

errors involves interventions offering cognitive assistance, 

including the use of electronic records and decision support tools 

that facilitate the access to information and specialists' opinions 

and knowledge [7].  

Clinical Decision Support Systems (CDSSs) can help physicians 

in the diagnosis of diseases as tools that contain clinical knowledge 

and the patient's updated information [8]. These systems are 

designed to improve patient care [8] and are also meant to provide 

physicians and patients with consultations starting from the stage 

of diagnosis to the post-treatment follow-up. These tools can 

improve the performance of health care providers [9]. Various 

methods can be used for modelling knowledge in these systems' 

knowledge base, including neural networks, Bayesian network, 

rule-based reasoning, genetic algorithms, decision trees and the 

fuzzy logic [10-16]. 

Fuzzy sets can be used for modelling the uncertainty of a diagnosis 

and the imprecision of its symptoms [17]. The fuzzy logic is very 

close to natural language and therefore allows physicians to 

provide their findings in a natural form. This capacity makes fuzzy-

based CDSSs more acceptable for humans [18]. A systematic 

review study conducted to assess fuzzy decision support systems 

designed to diagnose musculoskeletal disorders concluded that the 

median accuracy of the systems designed with this method was 

90% and higher, which is indicative of the high accuracy of this 

system in the diagnosis of these diseases [19]. 

According to the results of a systematic review study, ANFIS had 

the highest diagnostic accuracy among all the different fuzzy 

methods applied [20]. ANFIS resolves the lonely-used problems 

of each of these methods by integrating a Fuzzy Inference System 

(FIS) and a neural network and thus improves the effectiveness of 

this method in different applications, such as modelling, control 

and classification. 

Due to the ambiguous nature of mechanical LBP, the need for 

highly experienced physicians for the diagnosis of these diseases 

and the high similarity between the clinical symptoms of different 

types of mechanical LBP, it appears that developing a model can 
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be helpful in the diagnosis of these diseases. 

The main purpose of the present study was thus to develop a model 

for the diagnosis of different types of mechanical LBP using 

ANFIS and to determine the diagnostic accuracy of developed 

model for each of these diseases. 

2. Materials and Methods 

Diagnosis of mechanical LBP was made in three stages in this 

study. 

2.1. Stage One: Determination of diagnostic parameters 

Knowledge acquisition was the first step of this study. Mechanical 

LBPs that are generally difficult to diagnose were identified by 

interviewing three neurosurgeons with a minimum practice 

experience of five years. A number of physicians were also asked 

to determine mechanical LBPs that were difficult to diagnose but 

could be diagnosed with the help of an intelligent system.  

The symptoms that were necessary for the diagnosis of these 

disorders were then identified through a review of literature and 

reliable electronic databases, including PubMed, Scopus, 

UpToDate and ClinicalKey. To add the required diagnostic 

parameters to the tool, a questionnaire was designed based on the 

literature review and distributed among 12 neurosurgeons and 

orthopedists with a minimum practice experience of five years. 

The CVR and CVI of each item in the questionnaire were 

determined and the final version was thus designed. Each item in 

the questionnaire was scored based on a five-point Likert scale, 

from ‘totally agree’ to ‘totally disagree’. The diagnostic 

parameters determined by this questionnaire and through the 

Delphi technique were discussed by the 12 neurosurgeons and 

orthopedists and then approved in the second round and entered as 

the system's input variables. In the Delphi technique, the diagnostic 

parameters that had been approved by less than 50% of the 

specialists were eliminated, and the parameters approved by 75% 

or more were accepted. The diagnostic parameters approved by 

50% to 75% were debated again in the second round of the Delphi 

technique. After determining the ultimate diagnostic parameters, 

the linguistic variables related to each of these parameters were 

also determined by interviewing three neurosurgeons with at least 

five years of practice experience.  

2.2. Stage Two: Modelling with ANFIS Method 

A model was developed using the ANFIS in MATLAB R2012 

software. ANFIS combines the advantages of two powerful 

methods, including neural networks and the fuzzy logic, and uses 

neural learning rules to identify and tune the parameters and 

structure of a fuzzy inference system (FIS) [21]. 

Based on Figure 1, the network structure of an ANFIS consists of 

five layers. The first layer is the input layer, and each node in this 

layer is equal to a fuzzy set and the output of each node is equal to 

the membership degree of the input variable in this fuzzy set.  

 

Figure 1. ANFIS architecture 

In the second layer, each node output shows the firing strength of 

a rule. 

In the third layer, nodes play an important role. The nodes of this 

layer determine the relative firing strength of a rule.  

In the fourth layer, the output of each node is as in equation (1): 

Qi
4=w̅ifi=w̅i(pix+qiy + ri), i=1,2                                    (1) 

The fifth layer is the ANFIS output layer. Each node in this layer 

calculates the overall output value. 

In this layer, the number of nodes is equal to the number of outputs. 

Finally, the overall output can be expressed as a linear combination 

of the resultant parameters as in equation (2): 

f=(w̅1x)p1 + (w̅1y)q1 + (w̅1)r1 + (w̅2x)p2 +
(w̅2y)q2 + (w̅2)r2                                                              (2) 

The Sugeno method was used for the inference part [22]. The fuzzy 

if-then rules based on the Sugeno model are as follows: 

Rule 1: if (x is A1) and (y is B1) then f1=p1x+q1y+r1  

Rule 2: if (x is A2) and (y is B2) then f2=p2x+q2y+r2 

The types of input and output membership functions were also 

determined in this step using the Gaussian membership function 

and a linear output. 

A hybrid method that was a combination of back propagation and 

the least squares method was used for optimization. The number 

of epochs and the error tolerance were initially taken as 35 and 

0.01, respectively. Epoch was increased to 250 if this condition 

was not satisfied. The model's convergence was assessed using the 

Root Mean Square Error (RMSE). 

System training was performed using the data pertaining to 560 

patients with mechanical LBP and controls (n=384 for those with 

mechanical LBP and n=176 for the controls). 

2.3. Stage Three: Model performance determination 

After creating the model, the system was tested using the data 

pertaining to 140 patients with mechanical LBP and controls (96 

patients with and 44 people without mechanical LBP). The data 

pertaining to the patients with mechanical LBP were extracted 

from the medical records of the patients who had been hospitalized 

in a teaching hospital (Kashan University of Medical Sciences) in 

2014-17 or had visited a neurosurgery outpatient clinic. The data 

pertaining to the controls were extracted from the medical records 

of heart patients who had visited a cardiovascular teaching hospital 

and did not suffer from back pain disorders. To test the model, the 

diagnoses it made were compared with the final diagnoses 

recorded by the physician in the patients’ medical record. Finally, 

the percentage of corrected classification, sensitivity, specificity, 

positive and negative predictive values (PPV and NPV) were 

computed. Sensitivity indicated the level of correct diagnosis of 

patients with various types of mechanical LBP by the system. 

Specificity showed the system's ability to correctly diagnose 

people without mechanical LBP. Positive predictive value 

indicated the percentage of actual patients among the subjects who 

had been diagnosed with the disorder by the system. Negative 

predictive value showed the percentage of people without 

mechanical LBP who had been diagnosed by the system as non-

patients. Corrected classification percentage showed the 

percentage of correct diagnosis by the system (patients with 

mechanical LBP and those without mechanical LBP) to the total 

number of subjects. 
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3. Results 

After interviewing a number of physicians to determine the types 

of mechanical LBP, five types of this disorder were selected for 

developing the model, including back strain, spondylolisthesis, 

spinal stenosis, disc herniation and scoliosis. 

The symptoms that were rejected by the physicians after two 

rounds of the Delphi technique and were eventually eliminated 

included gender, muscle spasm or tightness, redness, muscle 

weakness, asymmetry of shoulders, swelling, weakness in the legs, 

weight loss and family history. 

The knowledge acquisition stage resulted in the identification of 

17 diagnostic parameters for the diagnosis of mechanical back pain 

(Table 1). These 17 diagnostic parameters were taken as the input 

variables of the diagnostic system and were vital to the 

differentiation of these five types of mechanical LBP. The 17 input 

variables (disease symptoms) were described by two to 11 

linguistic variables (Table 1). The type of mechanical back pain 

(back strain, spondylolisthesis, spinal stenosis, disc herniation and 

scoliosis) and the absence of mechanical LBP were defined as the 

output.  

 

The lowest RMSE was obtained after 250 epochs, which was 

0.029. Figure 2 presents the results of testing the model. The 

percentage of corrected classification varied from 80.9% to 83.8% 

(disc herniation and spondylolisthesis). Disc herniation had the 

lowest sensitivity (79.2%) and spondylolisthesis the highest 

(87.5%). The specificity for identifying people with no mechanical 

LBP was 81.8% to 84.1% 

 

                                                                                                                           Figure 2. Values of statistical parameters of the result 

Table 1. input variable and linguistic variable of mechanical LBP 

Input variable Linguistic variable 

Age first decade (age 0 to 9), second decade (age 10 to 19), third decade (age 20 to 

29), fourth decade (age 30 to 39), fifth decade (age 40 to 49), sixth decade (age 50 

to 59), seventh decade (age 60 to 69), eight decade (age 70 to 79), ninth decade 

(age 80 to 89), tenth decade (age 90 to 99), any age (age 0 to 99) 

Pain pattern location without pain, upper back, lower back, back, leg 

Location of back pain without pain, lumbar curve, thoracic, Low back, posterior Thigh, lower leg, 

sacroiliac joints, lumbar spine, buttock, back, low back to lower leg 

Onset without pain, acute, insidious, chronic 

Pain with standing without pain, increase, decrease 

Pain with sitting without pain, increase, decrease 

Pain with bending without pain, increase, decrease 

Straight leg raising test positive, negative 

Quality of back pain without pain, ache, spasm, sharp, shooting, burning, paraesthesia in lower leg, 

pins and needles 

Range of motion normal, decreased 

Distribution of pain without pain, localized, radicular 

Duration of morning stiffness without stiffness, considerable, non-considerable 

Tenderness absence, presence 

Deformity mild, moderate, severe 

Duration of pain without pain, days to weeks, days to months, months to years 

Frequency of pain without pain, daily, weekly, monthly 

Severity of pain without pain, mild, moderate, severe 

 

4. Discussion 

 This study developed a model to diagnose different types of 

mechanical LBP, including back strain, spondylolisthesis, spinal 

stenosis, disc herniation, and scoliosis. The ANFIS technique was 

used for developing the model. Knowledge acquisition was carried 

out using a literature review, knowledge acquisition from medical 

experts and data analysis. The system input consisted of 17 

diagnostic parameters, and its output was the type of mechanical 

LBP. Testing the model showed that disc herniation had the lowest 

percentage of corrected classification (80.9%) and 

spondylolisthesis the highest percentage (83.8%).  

One of the main challenges in designing a system is knowledge 
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Spinal stenosis 82,3 83,3 84,1 65,2 92,3
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acquisition. Knowledge acquisition from experts involves certain 

problems, including: (1) The experts must be identified before 

designing the system –who is truly an expert in the field? (2) Are 

the experts willing to take part in the process of knowledge 

engineering? (3) Is there consensus among the experts on how to 

solve the problem? (4) How can this knowledge be obtained from 

the experts? (5) How can one be certain of the reliability, validity 

and completeness of the knowledge obtained from the experts 

[23]? 

Knowledge acquisition from data also involves several 

challenges:, such as questions of which variables should be 

regarded as the system input, which cases should be used for the 

system training and who should determine the system variables and 

how [23].  

To deal with these problems, different knowledge acquisition 

methods were used in the present study, including literature 

review, knowledge acquisition from medical experts and data 

analysis. The snowball method was also used for identifying 

experts in the field and entering them into the study. The Delphi 

technique was used to ensure that the knowledge created by the 

experts is reliable and valid and that the experts reach consensus 

among themselves, so that the variables that are most critical to 

diagnosis can be identified.  

Evaluating the model performance showed that the percentage of 

corrected classification varies from 80.9% to 83.8%. In one study, 

Kadhim [24] designed a CDSS for the diagnosis of LBP using the 

fuzzy-neuro technique. The accuracy of this system was 83.6%. 

Comparing the results obtained by these two systems, both of 

which use a combination of fuzzy logic and neural networks, 

shows that they perform similarly in diagnosing LBP and there are 

no significant differences between them. In another study, Lin et 

al. [25] designed and evaluated a web-based CDSS for the 

diagnosis of LBP using the Bayes theorem. The accuracy of the 

designed system was 73.08%, which is lower compared to the 

present study. The high percentage of corrected classification in 

the present study could be attributed to the use of the ANFIS. 

The present study had 17 diagnostic parameters as the system input 

variables, and testing the model showed that the percentage of 

corrected classification ranged from 80.9% to 83.8%. In a study 

conducted by Sari et al. [26] to design a CDSS for the prediction 

of LBP using the ANFIS, accuracy was measured as 0.972; 

however, the system input in that study included two variables. The 

low accuracy of the system designed in the present study compared 

to that designed by Sari et al. [26] could be due to the large number 

of input parameters used in the present study. In another study, 

Sidiropoulos et al. [27] designed a CDSS for the diagnosis of rare 

cancers and concluded that the number of features can affect the 

system accuracy. They demonstrated that the system offers the best 

results when the number of input features is the smallest possible. 

A study conducted by Nilashi et al. [28] also showed that using 

techniques such as PCA, which minimizes the number of input 

features, can improve the accuracy of the system. 

Strengths and Limitations: 

The present study had several strengths and limitations. Its 

strengths included developing a model for several types of 

mechanical LBP and also the use of various knowledge acquisition 

methods to create the system’s knowledge base. Its weaknesses 

included the small sample size used in the training stage and the 

failure to implement the system in a clinical environment. 

 Implications of the findings for future research: 

The system developed in the present study can be used by medical 

students for the purpose of training and also in remote areas with 

no access to specialists to assist GPs. The effects of the system on 

outcomes such as costs for patients and savings in time for 

physicians should be further examined.  

A diagnostic system is recommended to be created for other types 

of mechanical LBP. In addition, some other capabilities can be 

added to the system, such as offering treatment solutions. This 

model is also recommended to be developed and evaluated using 

other knowledge modeling techniques, including the decision tree, 

neural network, rule-based reasoning, and the Bayesian network, 

and the results obtained should then be compared with the present 

findings. The number of input variables is also recommended to be 

reduced as much as possible in order to reduce the complexity of 

the designed system.  

5. Conclusion 

A model was developed in this study to help diagnose the type of 

mechanical LBP using the ANFIS. The model developed has a 

suitable accuracy in diagnosing mechanical LBP. Reducing the 

number of input parameters appears to improve the accuracy of the 

system. Moreover, combining literature review, knowledge 

obtaining from medical experts, and data analysis for the purpose 

of knowledge acquisition can have an effective role in the proper 

functioning of the model. 
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