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Abstract:Cuckoo search (CS) is one of the recent population-based algorithms used for solving continuous optimization problems. The most 

known problem for optimization techniques is balancing between exploration and exploitation. CS uses two search strategies to updating the 

nest: local and global search.  Although cuckoo search are adequate for the exploration, it is not well enough the exploitation. Only one search 

equation is used for local search, this equation remains incapable and causes some deficiencies about the exploitation.  To enhance the ability of 

exploitation and to balance between global search and local search, different search strategies were implemented in CS algorithm. The proposed 

method was compared with basic CS on well-known unimodal and multimodal benchmark functions. Experimental results show that the 

proposed method is more successful than the basic CS in terms of solution quality. 
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1. Introduction

In the recent years, many novel nature inspired algorithm have been 

proposed to solve continuous optimization problems, alongside 

mostly known swarm intelligence algorithms such as particle swarm 

optimization [1], artificial bee colony [2], ant colony optimization [3] 

etc. The recent nature inspired algorithm was inspired by behaviours 

of animals in the nature. To illustrate, the firefly algorithm [4] was 

developed by flashing characteristic of fireflies, the bat algorithm [5] 

was proposed by being inspired behaviour of echolocation of bats.  

Yang and Deb [6] proposed the cuckoo search by being inspired 

breeding behaviour of some cuckoo species. 

Cuckoo search (CS) is based on the obligate brood parasitism of 

some cuckoo species in combination with Levy flight random walk. 

Cuckoo search has been very popular in a short time and started to 

apply many engineering fields and optimization with promising 

efficiency and few control parameter settings. Due to these 

advantages, CS was used for clustering of web search results [7], 

hydrothermal scheduling [8,9], economic dispatch [10], multilevel 

thresholding [11], parameter estimation and optimization [12, 13] , 

redundancy allocation problems [14], forecasting solar radiation [15] 

and so on. 

The main problem of the optimization techniques is balancing 

between exploration and exploitation. The exploration is concerned 

the ability of autonomously seeking for the global optimum, whereas 

the exploitation is related to the ability of applying the existing 

knowledge to look for better solutions [16]. In other words, 

exploration represents global search and the exploitation stands for 

local search. CS has two search techniques and uses Levy flight 

rather than standard random walks for the global search. Thus, CS 

can explore the search space efficiently [17]. Although CS has local 

and global search capabilities, it opens to improvement about 

balancing between exploitation and exploration. In addition, due to 

some deficiencies about exploitation, strengthening the local search is 

more important for the CS. Many studies were performed to improve 

performance of cuckoo search. The cuckoo search parameters were 

properly tuned by Valian et al. [18] to enhance accuracy and 

convergence rate of the cuckoo search.  Walton et al. [19] proposed 

modified cuckoo search which involves the addition of information 

exchange between the top eggs, or best solution. To improve refining 

ability and convergence rate of cuckoo search, Zhang and Chen [20] 

proposed the cuckoo search with adaptive method. This adaptive 

method was used to control the scaling factor and find probability to 

enhance the population diversity. A new cuckoo search algorithm 

based on the idea of opposition (OCS) algorithm is proposed by Zhao 

and Li [21] to increase the exploration efficiency of solution space. 

They merged the opposition-based learning in the CS and the 

proposed algorithm fully used beneficial information of the best 

solutions.  In order to balance the exploitation and exploration of the 

cuckoo search algorithm, Li and Yin [22] proposed a new approach 

which uses two new mutation rules based on the rand and best 

individuals among the entire population. In addition, this new rules 

were combined through a linear decreasing probability rule. CS was 

used in hybridization with the other algorithm such as fuzzy c means 

[23], NEH heuristic algorithm [24]. 

To improve and enhance the performance of cuckoo search, we focus 

on ability of exploitation and some deficiencies of local search. CS 

uses only one search equation for the local search and this equation 

remains incapable and causes some deficiencies about the 

exploitation.  To overcome this problem and balance between global 

and local search, different search strategies were implemented in the 

CS. Modified cuckoo search with the different search strategies 

(CSDSS) were compared with the basic CS on twelve benchmark 

functions. Experimental results show that the proposed method was 

more successful than the basic CS algorithm for both unimodal and 

multimodal functions. By virtue of different search strategies, the 

CSDSS enhanced the efficiency of local search and improved the 

balance between exploration and exploitation. 

The rest of the paper is divided as follows. In Section 2, the basic CS 

algorithm is presented. The proposed algorithm is detailed in Section 
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3. Section 4 gives the experimental results and comparison of the

methods. As a final, the paper is concluded with the future works.

2. Cuckoo Search

Cuckoo search was inspired by the interesting breeding behaviour 

such as brood parasitism of certain species of cuckoos by laying their 

eggs in the nests of host birds [6]. In the CS algorithm, there are 

mainly three principle rules as follows [6, 17]: 

– Each cuckoo lays one egg at a time, and dumps it in a randomly

chosen nest;

– The best nests with high-quality eggs will be carried over to the

next generations;

– The number of available host nests is fixed, and the egg laid by a

cuckoo is discovered by the host bird with a probability pa ϵ (0, 1).

In this case, the host bird can either get rid of the egg, or simply

abandon the nest and build a completely new nest.

For convenience, this last rules can be approximated by the fraction 

pa of the n nests are replaced by new nests (with new random 

solutions) [6]. Each egg in a nest stands for a solution and each 

cuckoo can lay only one egg. For the simplest approach of algorithm, 

each nest has only one egg. Thus, there is no difference between egg, 

nest and cuckoo. All of them represent one solution. 

The CS uses two search strategies and two solution search equation 

to generate new solutions. One of them is local random walk and 

other one is global random walk. The global random walk is 

performed by the using Levy flights [17] 
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where α > 0 is the step size of scaling factor and it is generally 

determined with α=O(L/10), where L is characteristic scale of the 

problem of interest. On the other hand, the local random walk can be 

written as [17]: 

1 ( ) ( )t t t t

i i a j kx x s H p x x        (3) 

where 
t

jx
 and 

t

kx
 are two different solution selected by randomly, 

H(u) is Heaviside function,  represents random number drawn from

a uniform distribution, pa stands for switching parameter of 

controlling the balance between local and global random walk and s 

is the step size. The new nests are generated by the both of Eq.(1) and 

Eq.(3) in the every iteration. Detailed information about the cuckoo 

search, please refer to [6, 17]. 

3. Modified Cuckoo Search with Different Search
Strategies (CSDSS) 

The CS can explore the search space efficiently thanks to Levy 

flights random walk. But one solution search equation is used for the 

local search and the best solution of nest is ignored by this equation. 

This causes lack of the exploitation. To strengthen and increase the 

efficiency of local search without losing the ability of exploration, 

different search strategies are implemented in the local random walk 

phase of the cuckoo search.  

1 ( ) 1,2,..., ,t t t t

i i r kx x rand x x i N i k r        (4) 
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i r i kx x x x i N i k r       (5) 
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Equation (4) is the same as local search update rule of the basic CS 

algorithm [17].In (4), (5) [25] and (7) [26],  

t

rx
 and  

t

kx
 are 

solutions randomly selected from the population at time step t, and k 

and r are not equal to each other and i. In (6) and (7), 

t

bestx
 in the 

equations is the best solution obtained by the population so far. Also, 

 is a random number in range of [-1,1] and produced for each

cuckoo which is updated at the time step t. To increase and protect

the efficiency of exploration, the random neighbours are used in Eq.

(4) and Eq. (5). Also, Eq. (6) and Eq. (7) are implemented to support

the local search around the global best solution of population and

enhance the ability of exploitation. The important point is how these

equations are used together to obtain new solutions. Usage of these

equations is explained by Fig.1.

for i=1:number of cuckoo 
    if rand < ls_rate 

  if( rand < 0.5) 

 Generate new cuckoo with Eq. (7) 
  else 

 Generate new cuckoo with Eq. (6) 

     end  
    else 

  if( rand < 0.5) 

     Generate new cuckoo with Eq. (5) 
  else 

     Generate new cuckoo with Eq. (4) 

  end   
    end 

end 

Figure1.Usage of equations for the proposed method 

In Fig.1, ls_rate is the constant parameter in range of [0,1] that 

controls the level of local search for the proposed method. If the 

ls_rate is high, the proposed method searches the around of global 

best solution and makes more local search. The proposed method 

uses the algorithm in Fig.1 instead of the Eq. (3) in the basic CS to 

generate new solutions. 

4. Experimental Results

In this study, all the experiments were run on a machine with Intel 

Core i7 2.40 GHz CPU, 8 GB RAM and the Windows 8 operating 

system and the codes were implemented in Matlab 2014 (8.3). 

To examine the performance and accuracy of the CSDSS algorithm, 

the CS and CSDSS are applied to optimize 12 benchmark functions. 

The dimension is set 30 for all benchmark functions. Experiments are 

implemented with the population size of 40 for both algorithms. As a 

stopping criterion is used the maximum number of iteration and it is 

determined as 2500 in each run for each test function. While pa 

parameter is set 0.25 for basic CS algorithm, it is determined as 0 for 

the proposed method. In addition, ls_rate is determined as 0.3 for the 

CSDSS as a result of the trials. 

The determined benchmark functions are numbered f1 to f12 given in 

Table 1. All the functions are to be minimized. Table 1 shows 

characteristic (C), search range (Range), and formulation of the 

functions. The cuckoos are initialized in the search range.  The 

functions f1, f2, f3, f4, f9, f10 and f11 are unimodal and f5, f6, f7, f8 

and f12 are multimodal.   
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Table 1. Benchmark Functions (C: Characteristic, U: Unimodal, M: 

Multimodal) 
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Table 2 contains a comparison of the original CS and the proposed 

method for the 12 benchmark functions listed in Table 1. Table 2 

shows the mean result of 30 runs with 2500 iterations and dimension 

30. The information about the mean optimum solution, standard

deviation, minimum and maximum value and Wilcoxon test result by

CS and CSDSS in 30 runs over benchmark functions are given in

Table 2. The best mean result and the best standard deviations of the

benchmark functions obtained by the algorithms are shown in bold.

In the Table 2, in case Wilcoxon test was at 0.05 significance level, +

mark was used, otherwise, − mark was used; NA was used in case all

results showed the same value or optimum value.

Table 2. Results for benchmark functions (Opt:Optimum, STD:Standard 

Deviation,Min:Minimum,Max:Maximum, Sign: Statistical Test Sign) 

Func. Opt. CS CSDSS Sign 

f1 0 Mean 1.14E-15 2.87E-110 + 

STD 8.17E-16 1.34E-109 

Min 1.71E-16 2.64E-129 

Max 3.22E-15 7.33E-109 

f2 0 Mean 2.75E-05 1.10E-49 + 

STD 1.59E-05 6.04E-49 

Min 7.55E-06 5.53E-62 

Max 7.39E-05 3.31E-48 

f3 0 Mean 2.00E+01 2.53E+01 + 

STD 1.69E+00 8.21E-01 

Min 1.60E+01 2.27E+01 

Max 2.27E+01 2.67E+01 

f4 0 Mean 1.42E-02 6.84E-03 + 

STD 5.01E-03 9.79E-03 

Min 5.70E-03 1.03E-04 

Max 2.78E-02 3.53E-02 

f5 0 Mean 5.23E+01 3.04E+01 + 

STD 8.18E+00 1.35E+01 

Min 3.81E+01 0.00E+00 

Max 6.84E+01 5.48E+01 

f6 0 Mean 2.01E-01 3.55E-15 + 

STD 5.23E-01 0.00E+00 

Min 2.84E-05 3.55E-15 

Max 2.33E+00 3.55E-15 

f7 0 Mean 1.79E-05 0.00E+00 + 

STD 6.85E-05 0.00E+00 

Min 3.28E-11 0.00E+00 

Max 3.67E-04 0.00E+00 

f8 0 Mean 7.62E-11 3.88E-01 + 

STD 9.92E-11 2.95E-01 

Min 4.52E-12 1.73E-02 

Max 4.58E-10 1.33E+00 

f9 0 Mean 0.00E+00 0.00E+00 NA 

STD 0.00E+00 0.00E+00 

Min 0.00E+00 0.00E+00 

Max 0.00E+00 0.00E+00 

f10 0 Mean 6.76E-10 9.11E-107 + 

STD 3.93E-10 3.20E-106 

Min 1.39E-10 3.47E-123 

Max 1.66E-09 1.43E-105 

f11 0 Mean 6.14E-14 1.04E-106 + 

STD 4.03E-14 5.71E-106 

Min 7.11E-15 2.17E-131 

Max 1.37E-13 3.13E-105 

f12 0 Mean 4.04E+00 5.70E-02 + 

STD 8.46E-01 1.54E-01 

Min 1.90E+00 3.66E-63 

Max 5.54E+00 8.15E-01 
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When examines Table 2, CSDSS algorithm acquires better results 

compared to CS algorithm for the all benchmark functions except f3 

and f8 in terms of solutions. The proposed method is more successful 

for the all unimodal functions. While ability of local search of CS 

algorithm remains incapable on the unimodal functions, the proposed 

algorithm makes more sufficient local search and obtains the better 

result than the CS. The CS algorithm is better than proposed method 

for f3 and f8 functions. But, the CSDSS gives the optimum results for 

the function f7. Experimental results show that not only the CSDSS 

enhances the ability of local search but also improves the balance 

between exploration and exploitation. The proposed method 

outperforms the basic CS on the unimodal functions, at the same time 

it obtains better results the most known multimodal functions such as 

Rastrigin, Griewank and Ackley. 

Non-parametric statistical test has been implemented for statistically 

significant of between CS and the CSDSS.  From the results in Table 

2, it can be observed that the CSDSS algorithm’s performance is 

significantly better compared to CS algorithm for all benchmark 

functions. 

Figure 2. Convergence graph of Schwefel2.22 function 

In order to compare convergence rates of the methods, convergence 

graphs for CS and CSDSS algorithms are given in Fig. 2, Fig. 3 and 

Fig. 4 for Schwefel2.22, Rastrigin and Griewank functions. The 

convergence graphs show that the proposed method has rapidly 

convergence and also obtains successful results. Examining Fig.2, 

while the CS converges slowly, the CSDSS continues the improving 

solutions thanks to ability of local search. For the Rastrigin function, 

the proposed method has early convergence and then gets stuck the 

local minima in Fig.3. Although its early convergence, it obtains 

better result than the basic CS. 

Figure 3. Convergence graph of Rastrigin function 

When examines Fig.4, the CSDSS outperforms the CS algorithm and 

reaches the optimum result very quickly. So, with respect to overall 

assessment of convergence graphs, we can say that the proposed 

method converges quickly and accurately towards the optimum 

solution. 

Figure 4. Convergence graph of Griewank function 

5. Conclusion

In the basic CS, one solution search equation is used for the local 

search and the best solution of nest is ignored by this equation. This 

causes lack of the local search. In order to overcome these 

deficiencies of the CS algorithm in local search, this paper proposed 

the CSDSS algorithm using the different search strategies. Not only 

the proposed algorithm strengthens the ability of local search but also 

it improves the balance between exploration and exploitation. The 

proposed algorithm was compared with the basic CS on twelve 

benchmark functions. The CSDSS performs better results than the 

basic CS for all benchmark functions except f3 and f8. The proposed 

method is more efficient and more effective than the basic CS 

algorithm especially on the unimodal and some of multimodal 

functions.  

As future work, the proposed method will be implemented to 

optimization problems and different search strategies will be used for 

the other nature-inspired algorithms. Furthermore, different search 

strategies can be increased and varied to improve the success of the 

proposed algorithm. 
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