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Abstract: Nowadays, the systems that are inspired by biological structures have gained importance and attracted the attention of researchers. 

The Multiple Travelling Salesman Problem (MTSP) is an extended version of the TSP. The aim in the MTSP is to find the tours for m 

salesmen, who all start and end at the depot, such that each intermediate node is visited exactly once and the total cost of visiting nodes is 

minimized. The Particle Swarm Optimization (PSO) algorithm which is a meta-heuristic algorithm based on the social behaviour of birds. 

In this article, 2 algorithms based on PSO, called APSO and HAPSO, were proposed to solve the MTSP. The APSO algorithm is based on 

the PSO and 2-opt algorithms, the path-relink and swap operators. While the HAPSO algorithm is based on the GRASP, PSO and 2-opt 

algorithms, the path-relink and swap operators. In the experiments, 5 TSP instances are used and the algorithms are compared with the GA 

and ACO algorithms. According to the results, the HAPSO algorithm has the better performance than the other algorithms on the most 

instances. Moreover the HAPSO algorithm produces more stable results than the APSO algorithm and the performance of the HAPSO 

algorithm is better in all the MTSP instances. Therefore, the HAPSO algorithm is more robust than the APSO algorithm. 
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1. Introduction 

Nowadays, the systems that are inspired by biological structures 

have gained importance and attracted the attention of researchers. 

Some social systems in nature exhibit collective intelligence, 

although they are created by simple individuals with limited 

abilities. Intelligent solutions applied to the problems arise from 

the organizations and their indirect communication among these 

individuals. These systems are the source of important techniques 

in the development of the artificial intelligence systems [1]. 

The Travelling Salesman Problem (TSP) is one of the most studied 

optimization problems. The mathematical definition of 

optimization refers to the process of systematically analysing or 

solving a problem by selecting and assigning real or integer values 

to a function to minimize or maximize the function. Optimization 

problems are often NP-hard, complex and time-consuming. In 

TSP, there is a salesman and the nodes that the distance between 

them are known. All nodes must be visited only once and the 

salesman must pass all points at least cost and return to the starting 

point again [2]. Easy formulation of TSP, its difficult solution and 

having a large number of application areas have caused many 

studies on this problem. There are many types and generalizations 

of the TSP in the literature [3]. One of them is the multiple TSP 

(MTSP). In MTSP there are n cities and m salesmen. Each of the 

cities is assigned to a salesman and thus m subtours are created. 

MTSP is the more complex problem than TSP. For the solution, it 

is necessary to determine which cities must be assigned to which 

salesmen and to determine the optimal arrangement of the cities in 

the tours of the salesmen. The most common application of the 

TSP is in the field of scheduling. Scheduling the work on a 

production line is usually modelled as TSP. In the case where 

production expands on multiple parallel lines to be allocated to the 

works, the problem is modelled as MTSP. Some problems in daily 

life appear as a MTSP. Placing advertisements in newspapers and 

media [4] and printing scheduling problem [5] were seen as a 

MTSP and solved. School bus routing problem [6], planning of 

rescue units in natural disaster management [7], scheduling of 

staffs in the photo studio [8] and scheduling of services in the field 

of home care services [9] were seen as a MTSP and solved. As can 

be seen, in many different areas, MTSP is emerging and therefore 

it is very important to solve the MTSP. 

Various heuristic and meta-heuristic techniques have been 

developed for solving optimization problems and new techniques 

have been also recommended. Here are a few of them: 2-opt 

algorithm [10], particle swarm optimization (PSO) algorithm [11], 

genetic algorithm (GA) [12], greedy randomized adaptive search 

procedure (GRASP) [13], artificial bee colony (ABC) algorithm 

[14] and ant colony optimization (ACO) algorithm. [15]. Parallel 

[16] and hybrid methods [17] have been also proposed in recent 

years. 

In the literature, there are many studies conducted on TSP in detail. 

Unfortunately, a detailed study is rarely found in the case of MTSP. 

The following are the literature review about MTSP. 

Carter [18] proposed a new method for the MTSP solution using 

the genetic algorithm. The chromosome used in GA consists of two 

parts. In the first part of the chromosome, there are cities where 

salesmen visit. The length of the second part is equal to the number 

of salesmen and the number of cities which each salesman visits is 

located in each gene. Thus, it is clear which salesman visited which 

cities. The proposed two-part chromosome method were compared 

with the two-chromosome technique and one-chromosome 

technique. It is shown that the proposed method is more advantage 

than the others according to the experiments. The proposed method 

has also been used to solve industrial problems such as production 

planning problem, quality control planning problem. 

Junjie and Dingwei [19] proposed a new method to solve the 
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MTSP with the ability constraint using the ACO algorithm. They 

used the TSPLIB instances as the test problems in the experiments. 

Dang et al. [20] proposed a new method based GA that simulates 

the evolution of Darwin to solve the MTSP. They transfer the 

MTSP to TSP and solve the TSP. 

Bektas [21] presented a review article about the definition and 

formulation of MTSP, its variations and solver methods. In this 

study, MTSP is considered in terms of single and multi depot types. 

In addition, some examples about the application of the MTSP in 

the daily life are given. Information about the exact algorithms and 

heuristic methods which solve the MTSP is given. In his another 

study [22], he presented the new models and exact algorithms that 

solve the multi-depot MTSP. 

Ponraj and Amalanathan [23] proposed a new method for solving 

the MTSP with road capacity. They aimed to minimize the tour 

times of the salesmen depending on the road capacity constraint. 

Furthermore, the proposed method was run in parallel on 85 

processors in order to improve the performance of the algorithm. 

Thus, the computational time of the algorithm was minimized. 

Yuan et al. [24] proposed a new crossover operator (TCX) to solve 

MTSP using GA. They used a two-part chromosome structure as a 

chromosome. They compared the TCX method with three different 

crossover methods. 

Hou and Liu [25] analysed the general characteristics of the MTSP 

and solved the MTSP by converting it into a simple graph. They 

also improved the tours obtained using the 2-opt local search 

algorithm. 

Király and Abonyi [26] proposed a GA-based multi-chromosome 

technique to solve the MTSP. The developed method was 

integrated with Google Maps and applied in a real logistics 

problem (a mobile mechanical procurement in one of Hungary's 

largest energy providers). In the developed method, the number of 

salesmen was limited to the lower and upper limits. In addition, the 

shifting, local search, crossover, swap and reverse operations are 

used as the mutation operator. 

Necula et al. [27] handled the MTSP as a multi-optimization 

problem and solved the problem with ACO algorithm. They aimed 

both to reduce the longest tour costs and to create balanced 

subtours. For this purpose, they applied the Pareto method. 

Zhou et al. [28] improved the GA with the roulette selection 

method and the elite selection method to solve MTSP and proposed 

two GA-based methods. Besides, they proposed four new mutation 

operators. 

Recently, hybrid heuristic methods have been used to solve 

optimization problems. Yu et al. [29] proposed a hybrid method 

based on the GA, the k-means algorithm, the Lin-Kernighan 

algorithm and the branch and cut algorithm to solve the MTSP. 

The cities are exchanged among salesmen using the GA and the 

results are clustered with the k-means algorithm. At the lower 

level, the Lin-Kernighan and branch and cut algorithms are applied 

to solve the subproblems of each salesman. Thus, this method has 

the global optimization capability thanks to GA and has local 

optimization capability thanks to branch and cut algorithm. 

Shabanpour et al. [30] proposed a hybrid algorithm by combining 

the GA and the clustering technique to solve the MTSP. 

In our study, two new PSO based algorithms are proposed to solve 

the MTSP. 

2. Materials and Methods 

2.1. Travelling Salesman Problem 

TSP is an optimization problem. It was first formulated in 1930. 

The goal in the TSP is to find the shortest tour where a salesman 

starts in a certain city, visits each city only once and returns to the 

start city [15]. An example of a TSP and its solution is shown in 

Fig. 1. Considering the nodes on a graph and the costs between 

them, TSP can also be defined as traversing all the nodes in the 

graph at the most cost effective and each node must be visited only 

once [31]. As the number of nodes increases, it becomes very 

difficult to determine the most cost-effective tour in the graph. 

Therefore, TSP is classified as a NP-hard problem [32]. 

 

Fig. 1.  A TSP instance (berlin52). 

The TSP can be expressed mathematically as follows: Given the 

set of cities as {c1, c2, …, cn} and the distance between two 

different cities as d(ci, cj). The aim is to find the order of cities (π) 

that minimizes the tour length. The formulation of the TSP is 

shown in (1). 
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2.2. Multiple Travelling Salesman Problem 

The MTSP can generally be defined as: Given n cities and m 

salesmen. The m salesmen are located in a single depot. The other 

cities to be visited are called as intermediate cities. The aim in the 

MTSP is to find the tours for all m salesmen, who all start and end 

at the depot, such that each intermediate node is visited exactly 

once and the total cost of visiting all nodes is minimized [21]. Fig. 

2 shows an example of the MTSP instance. In this example, there 

are 4 salesmen. Each salesman starts its tour from the depot city 

and completes its tour at the depot city. 

 

Fig. 2.  An example of a single depot MTSP for 4 salesmen (berlin52). 

In this article, the single depot MTSP is studied. However, in the 

literature there are various versions of MTSP [21]: 

Multi-depot: The multi-depot MTSP has many depots and there is 

a salesman in each depot. After completing the tour, the salesman 

returns to the depot where he started. 

Time windows: Certain cities must be visited during a certain 
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period of time. 

Number of salesmen: In this version of the MTSP, the number of 

salesmen may be pre-determined or may be limited in certain 

intervals. 

There is not any standard MTSP data set in the literature. 

Therefore, this is the biggest deficiency in testing the performance 

of the algorithms which solve the MTSP. Hence, the TSP data set 

is frequently used in the experiments. In this study, the symmetric 

TSP data set in TSPLIB library [33, 34] was used. The TSP data 

set used in the experiments is presented in Table 1. The “optimum” 

column in the table shows the best result of the TSP when the TSP 

is solved by a single salesman. Since the TSP instance is 

considered as a single depot MTSP in this study, more than one 

salesman solve this problem and the total tour length is naturally 

more. 

Table 1. The TSP data set used in the experiments  

# Instance Number of cities Optimum 

1 att48 48 10628 
2 berlin52 52 7542 

3 pr76 76 108159 

4 rat99 99 1211 
5 bier127 127 118282 

2.3. Particle Swarm Optimization Algorithm (PSO) 

The PSO algorithm which is a meta heuristic algorithm based on 

the social behaviour of birds striving to achieve a goal  was 

developed by Kennedy and Eberhart [11, 35]. PSO algorithm has 

been used in different fields such as industry engineering [36], civil 

engineering [37], energy systems engineering [38], electrical 

engineering [39] and geology engineering [40] because of its 

successful performance. Qu and Lou [41] used the PSO algorithm 

for the optimal allocation of regional water resources. Balci and 

Valenzuela [42] developed a PSO-based method to solve the 

energy production scheduling problem. Gaur et al. [43] used the 

PSO algorithm and artificial neural network for the management 

of groundwater resources. Zhang et al. [44] applied the PSO 

algorithm to the multi-optimization problem and used it for feature 

selection in the field of data mining. Izquierdo [45] applied the 

PSO algorithm for the optimization of the wastewater collection 

network. 

The PSO algorithm simulates the behaviour of bird flocks. The 

real-life bird is called a particle in the PSO algorithm and each 

particle represents a solution in the problem space. Each particle 

has a speed information and this speed information affects the next 

position of the particle. Also, the other important factors affecting 

the new position of the particle are the best position of the 

particle’s history (pBest) and the best particle in the swarm (gBest). 

Fig. 3 shows the flowchart of the PSO algorithm. 

At the beginning of the algorithm, the parameters of the algorithm 

are determined and the population is generated randomly. Then, 

the position of each particle is evaluated by the fitness function. 

The pBest and gBest information is calculated. The speed 

information of each particle is calculated using (2). The position 

information of each particle is updated using (3). This process 

continues until a stopping criterion is met and gBest information is 

reported as the output. The stop criterion is usually the maximum 

number of iterations. 
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where Vi
d represents the speed information of the particle i on the 

dimension d. Xi
d represents the position information the particle i 

on the dimension d. c1 and c2 parameters are acceleration 

coefficients and they controls the movement of the particle 

depending on pBest and gBest towards to the optimum. rand1 and 

rand2 are the random numbers generated between 0 and 1. 

 

 

Fig. 3.  The flowchart of the PSO algorithm. 

2.4. Greedy Randomized Adaptive Search Procedure 
(GRASP) 

The GRASP algorithm developed by Feo and Resende [13] is a 

meta-heuristic algorithm generally applied to combination 

optimization problems. The GRASP algorithm is a single-solution 

meta-heuristic method. In the single-solution meta-heuristic 

method, there is only one solution, and this solution can be 

improved through neighbourhoods [46]. Each iteration in the 

GRASP algorithm consists of 2 phases: the construction phase and 

the local search phase. The construction phase creates a feasible 

solution. Then, the local search phase starts to improve the solution 

generated. At the end of the algorithm, the best solution is reported 

as a result [47]. 

The pseudo-code of the algorithm is presented in Fig. 4, Fig. 5 and 

Fig. 6 for the minimization problem. The maximum number of 

iterations defined by the user T and the threshold value α are sent 

to the algorithm as the parameters. The threshold value α is set 

between 0 and 1. The algorithm calls the 

Greedy_Randomized_Construction method and the Local_Search 

method in each iteration until it reaches the maximum number of 

iterations. The solution found by the 

Greedy_Randomized_Construction method is tried to be improved 

by the Local_Search method. If the solution obtained by the 

Local_Search method is better than the best_solution up to this 

stage, the best_solution value is updated by assigning the solution 

value to the best_solution value. 
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Fig. 4.  The pseudo code of the GRASP algorithm  [47]. 

The construction phase, the first phase of the GRASP algorithm, is 

a constructive heuristic. The constructive heuristics add a solution 

to the solution that is initially empty and produce a partial solution. 

This process continues until the solution is complete. [48]. The 

pseudo-code of this phase is presented in Fig. 5. The description of 

the abbreviation in the algorithm is as follows: e is the problem 

element and E is a finite set of the problem elements. C is the 

candidate set. c(e) represents the cost. The restricted candidate list 

(RCL) contains elements with low cost. For example for the TSP, 

e represents the path that connects the two cities, and E is all paths 

connecting the cities. C represents all cities that can be visited from 

a city. c(e) is the length of the path connecting the two cities. cmin 

shows the cost of the nearest city to go and cmax shows the cost of 

the farthest city to go. The restricted candidate list (RCL) is the list 

of the nearest cities that can be reached. 

The construction phase of the algorithm works as follows: Initially, 

the solution is empty. The candidate set C is generated and the cost 

c(e) of each element in the candidate set C is calculated. The 

following steps continue as long as the candidate set C has an 

element and the solution obtained at the end of the construction 

phase is returned: 

- The minimum cost cmin and the maximum cost cmax from the 

elements in the candidate set are calculated. 

- The restricted candidate list is created using cmin, cmax and α 

threshold value. 

- A random element e is selected from the restricted candidate list 

and added to the solution. 

- The candidate set C is updated. 

- The costs c(e) are recalculated. 

 

Fig. 5.  The pseudo code of the construction phase  [47]. 

The pseudo code of the local search phase of the algorithm is 

presented in Fig. 6. f(.) represents the fitness function. The new 

solution is obtained by making local changes on the existing 

solution. If the new solution is better than the existing solution, the 

algorithm continues with the new solution. The improved solution 

obtained at the end of the local search phase is returned. 

 

Fig. 6.  The pseudo code of the local search phase  [47]. 

2.5. 2-opt Algorithm 

The 2-opt algorithm is a local search algorithm developed by Croes 

[10]. The 2-opt algorithm deletes the two edges in a TSP tour. In 

this way the tour is divided into two parts. Then, these two parts 

are reunited by experimenting with different possibilities to be a 

TSP tour. If the new tour is better than the old tour, then the new 

tour is the solution. The 2-Opt algorithm continues to erase the two 

edges and regenerate the tour until it cannot find improvement [3, 

49]. A sample application of the 2-Opt local search algorithm is 

shown in Fig. 7. As shown in the figure, the tour is divided into 2 

parts and these 2 parts are reassembled to form a different tour for 

a possible solution. 

 

Fig. 7.  A sample application of the 2-opt algorithm [49]. 

2.6. APSO 

This section describes in detail the PSO based meta-heuristic 

algorithm (APSO) developed to solve the MTSP. The developed 

method solves the MTSP which is a discrete optimization problem 

using the PSO and 2-opt algorithms, the path-relink and swap 

operators. The initial population of the APSO algorithm is 

randomly generated. Each of these particles represents the solution 

of the MTSP. The APSO algorithm finds the new solutions in the 

search space to solve the MTSP. The 2-opt algorithm, the path-

relink and swap operators improve the solutions obtained by the 

APSO algorithm. The flowchart of the developed APSO algorithm 

is shown in Fig. 8. 

It is shown in Equation (2), there are three main factors affecting 

the movement of a particle in the PSO: the previous velocity 

information of the particle, the best position of the particle so far 

(pBest) and the best position of the particles in the swarm so far 

(gBest). Since the PSO algorithm was developed for the continuous 

optimization problems, the pure form of the algorithm cannot be 

applied directly to the discrete optimization problems. In this 

study, some changes have been made in the algorithm in order to 

use the PSO algorithm in the solution of the MTSP. These changes 

are the determining the new position of a particle using the 2-opt 

local search algorithm, the path-relink operator and the swap 

operator. 
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Fig. 8.  The flowchart of the APSO algorithm (ps: population size, i: 

particle index). 

In the developed algorithm, the number of travelling salesman m 

is determined by the user. Besides, in order to create a balanced 

tour, there is an upper limit K of the number of cities to be visited 

per salesman. This upper limit K is calculated using (4). The K 

value is calculated when the TSP instance to be solved in the 

TSPLIB library is transferred to the algorithm. When the berlin52 

problem is asked to be solved with 5 salesmen, the K value is set 

12. In other words, a salesman cannot visit more than 12 cities for 

the berlin52 problem. 

  1/)1(  mmdK     (4) 

where K represents the upper limit, d represents the dimension of 

the problem namely the number of the cities and m represents the 

number of the salesmen. 

In the developed algorithm, a particle represents a solution of the 

MTSP. Each particle contains m subtours. A subtour is created by 

only one salesman. Each city has an id information and this 

information is the order of the cities in the TSP instance file. The 

first city in the file has an id value of 0 and this city is a depot city. 

Table 2 shows a sample of a particle subtour data. Each subtour 

starts with the depot city (id value 0). After the salesman visited 

the last city in the tour, the salesman returns to the depot city. For 

example in Table 2, the salesman with the index 1 returns to the 

city 0 to complete the tour after the salesman visited the city 41. 

Table 2. A sample of a particle subtour data (5 salesmen)  

Salesmen 

index 
Subtour 

Number of 

visited cities 

1 [0, 48, 35, 33, 45, 24, 11, 27, 28, 1, 6, 41] 12 

2 [0, 25, 46, 13, 51, 12, 26, 14, 23, 47, 36, 34] 12 
3 [0, 31, 42, 32, 10, 50, 3, 5, 4, 37, 39, 38] 12 

4 [0, 21, 30, 17, 16, 2, 40, 7, 8, 9, 18, 44] 12 

5 [0, 43, 15, 49, 19, 22, 29, 20] 8 

 

The flowchart of the developed APSO algorithm is shown in Fig. 

8. The developed algorithm works as follows: First, the parameters 

of the algorithm are determined. These are the number of the 

particles, the maximum number of iterations, the number of the 

salesmen, the upper limit K of the number of cities to be visited per 

salesman. Then, the initial population of the PSO algorithm is 

randomly generated. The point to note here is that a city should be 

visited by only one salesman. Namely, any city except the depot 

city has to be in only one subtour. Thus, each particle has a solution 

consisting of m subtours for MTSP. Then the iteration cycle begins 

and the following steps repeat until the maximum iteration is 

reached. First, pBest and gBest information is calculated. Then, the 

following steps are applied for each particle: a random number 

rand is generated. rand  {1, 2, 3}. If the rand value is 1, the 2-

opt algorithm is applied to the subtours in the particle. If the rand 

value is 2, the path-relink operator is applied using pBest 

information to the subtours in the particle. If the rand value is 3, 

the swap operator is applied to the subtours in the particle. At the 

end of the algorithm, the gBest information is reported as the 

output. The path-relink operator and the swap operator used in the 

algorithm are described below. 

The path-relink operator was developed by Glover [50] as a 

concentration strategy to guide the search towards elite results. 

[51]. The path-relink operator creates a chain of solutions between 

the two solutions. In this study, the source solution is the tour 

formed by the particle. The target solution is the pBest information 

of the particle. The intermediate solutions are produced between 

the source solution and the target solution and the quality of these 

intermediate solutions are evaluated. An example of the usage of 

the path-relink operator is given in Table 3. In the table, the source 

represents the subtour of the particle and the target represents the 

subtour in the pBest information. 4 solutions are produced between 

the source solution and the target solution. The fitness values of 

these solutions are calculated. If these solutions are better than 

pBest or gBest, the pBest and gBest information is updated. 

Table 3. Path-relink operator  

Step Subtour 

source [0, 48, 35, 33, 45, 24, 11, 27, 28, 1, 6, 41] 

1 [0, 48, 33, 35, 45, 24, 11, 27, 28, 1, 6, 41] 

2 [0, 33, 48, 35, 45, 24, 11, 27, 28, 1, 6, 41] 

3 [0, 33, 48, 35, 24, 45, 11, 27, 28, 1, 6, 41] 

4 [0, 33, 48, 24, 35, 45, 11, 27, 28, 1, 6, 41] 

target [0, 33, 24, 48, 35, 45, 11, 27, 28, 1, 6, 41] 

 

The swap operator is the process of exchanging a randomly 

selected city of 2 subtours randomly selected in a particle. Table 4 

provides an example of the usage of the swap operator. First, two 

random salesmen are selected. In Table 4, these salesmen are 1 and 

2. Then, a random city is selected from these salesmen and these 

cities are exchanged. In the example, the 45th and 36th cities are 

selected and exchanged. 
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Table 4. Swap operator  

Salesman index Subtour 

1 [0, 48, 35, 33, 45, 24, 11, 27, 28, 1, 6, 41] 

2 [0, 25, 46, 13, 51, 12, 26, 14, 23, 47, 36, 34] 

  
Swap operator 

 

1 [0, 48, 35, 33, 36, 24, 11, 27, 28, 1, 6, 41] 
2 [0, 25, 46, 13, 51, 12, 26, 14, 23, 47, 45, 34] 

 

2.7. HAPSO 

This chapter describes a hybrid meta-heuristic algorithm (HAPSO) 

based on the PSO and GRASP algorithms to solve MTSP. The 

developed method uses the GRASP, PSO and 2-opt algorithms and 

the path-relink and swap operators to solve MTSP. The GRASP 

algorithm is used to generate the initial population in the PSO 

algorithm. The PSO algorithm finds new solutions in the search 

space to solve the MTSP. The 2-opt algorithm improves the 

solutions of the PSO algorithm. The flowchart of the developed 

algorithm is shown in Fig. 9. The HAPSO algorithm an improved 

form of the APSO algorithm. In the APSO algorithm, the initial 

population of the algorithm is randomly generated. However, the 

initial population in the HAPSO algorithm is generated by the 

GRASP algorithm. 

 

Fig. 9.  The flowchart of the HAPSO algorithm (ps: population size, i: 

particle index). 

In the HAPSO algorithm, the number of travelling salesman m is 

determined by the user. Besides, in order to create a balanced tour, 

there is an upper limit K of the number of cities to be visited per 

salesman. This upper limit K is calculated using (4).  

In the HAPSO algorithm, a particle represents a solution of the 

MTSP. Each particle contains m subtours. A subtour is created by 

only one salesman. Each city has an id information and this 

information is the order of the cities in the TSP instance file. The 

first city in the file has an id value of 0 and this city is a depot city. 

Table 2 shows a sample of a particle subtour data.  

The threshold value α in the GRASP algorithm determines the 

degree of the greed and is between 0 and 1. As its value is closer 

to 0, the greed is increasing. As its value is closer to 1, the 

randomness is increasing. In this study the threshold value α is 

taken as 0.4. In addition, the 2-opt heuristic algorithm is used as 

the local search algorithm in GRASP algorithm. 

The flowchart of the HAPSO algorithm is shown in Fig. 9. The 

developed algorithm works as follows: First, the parameters of the 

algorithm are determined. These are the number of the particles, 

the maximum number of iterations, the number of the salesmen, 

the upper limit K of the number of cities to be visited per salesman 

and the threshold value α in the GRASP algorithm. Then, the initial 

population of the PSO algorithm is generated using the GRASP 

algorithm. Thus, each particle has a solution consisting of m 

subtours for MTSP. Then the iteration cycle begins and the 

following steps repeat until the maximum iteration is reached. 

First, pBest and gBest information is calculated. Then, the 

following steps are applied for each particle: a random number 

rand is generated. rand  {1, 2, 3}. If the rand value is 1, the 2-

opt algorithm is applied to the subtours in the particle. If the rand 

value is 2, the path-relink operator is applied using pBest 

information to the subtours in the particle. If the rand value is 3, 

the swap operator is applied to the subtours in the particle. At the 

end of the algorithm, the gBest information is reported as the 

output. The path-relink operator and the swap operator used in the 

algorithm are described in the previous section. 

3. Experimental Results 

In this section, the experimental results of the APSO and HAPSO 

algorithms are presented. The technical features of the computer 

used in the development of algorithms and experiments are as 

follows: Windows 10 operating system, Intel i5 3 GHz, 4 GB 

memory, java SE 8. 

The total length of the tour varies according to the selection of the 

depot city. Therefore, the comparison of the experimental results 

of the studies in the literature is not appropriate and fair. In this 

study, the depot city is determined as the first city in the TSPLIB 

files to be read. 

The developed APSO and HAPSO algorithms were compared with 

the ACO and GA algorithms in the literature [52]  and the results 

are given in Table 5. We used 5 different symmetric TSP instances 

in comparison: att48, berlin52, bier127, pr76 and rat99. The 

parameters of the APSO and HAPSO algorithms are set as follows: 

the number of particles is 50, the maximum number of iterations is 

2000 and the number of the salesmen is 2, 3 and 4 respectively. 

The upper limit K is calculated using (4). Furthermore, each 

experiment was run 20 times independently. 

Table 5 presents the average results of the GA and ACO algorithms 

and the best, worst and mean results obtained by the developed 

APSO and HAPSO methods for 2, 3 and 4 salesmen. 

As can be seen in the table, the HAPSO algorithm achieved better 

results than the APSO, GA and ACO algorithms for 2 salesmen. In 
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addition, the APSO algorithm achieved the second best results. 

The HAPSO algorithm yielded better results than the APSO, GA 

and ACO algorithms for 3 salesmen. 

The ACO algorithm yielded better results on the att48 and berlin52 

instances for 4 salesmen. The HAPSO algorithm yielded better 

results than the APSO, GA and ACO algorithms results on the 

bier127 and pr76 instances. On the rat99 instance, the GA 

algorithm achieved better result. In addition, the HAPSO algorithm 

obtained the second best result on berlin52 and rat99 instances. In 

fact, as seen in the table, the result obtained by the HAPSO 

algorithm on the rat99 instance is close to the result obtained by 

the GA algorithm. 

The graphs of the best tours found by the APSO and HAPSO 

algorithms for 2 salesmen are shown in Fig. 10. The tour of each 

salesman is shown with a different colour. Each salesman starts the 

tour from the same depot city and returns to the depot city after 

completing the tour. 

Fig. 11, Fig. 12 and Fig. 13 show the boxplots of the results 

obtained by the APSO and HAPSO algorithms on the MTSP 

instances for 2, 3 and 4 salesmen. When the boxplots are analyzed, 

it is seen that the HAPSO algorithm produces more stable results 

than the APSO algorithm and its performance is better on all the 

MTSP instances. Therefore, the HAPSO algorithm is more robust 

than the APSO algorithm. 

 

 

Table 5. Comparison of the APSO, HAPSO, GA and ACO algorithms for 2, 3, and 4 salesmen 

Salesman 

(m) 
Instance 

APSO  HAPSO  

GA 

 

ACO 
Best Worst Mean  Best Worst Mean   

2 

att48 43424 44929 44121.4  36891 38461 37690.9  50725.81  71151.36 

berlin52 9482 10244 9872.9  7994 8377 8268.4  11066.69  16354.02 

bier127 155651 165175 161693.8  125480 128649 127089.9  282343.86  425016.29 

pr76 143560 151283 148538.8  120490 124412 123341.7  184176.1  309514.32 

rat99 1662 1724 1698.6  1427 1463 1442.3  2487.64  3980.43 

3 

att48 51510 55974 54393.1  40637 45965 43845.9  49709.78  51032.81 

berlin52 11149 12089 11583.1  8876 9467 9180.5  10898.75  11726.73 

bier127 187575 196370 193300.1  129621 143525 137325.9  257228.63  349770.9 

pr76 174485 183105 179152.1  138096 148349 143102.8  170857.76  265550.49 

rat99 2018 2087 2048.9  1680 1772 1734.1  1970.48  3328.02 

4 

att48 58445 67170 64488.3  50014 55736 52716.6  47083.53  42169.88 

berlin52 12952 13602 13204.8  9893 10908 10365  11736.74  8820.24 

bier127 207814 219357 214992.2  141496 150427 147184.6  233708.3  294273.77 

pr76 201022 214005 207663.5  159964 175331 168679.15  168717.69  207333.11 

rat99 2353 2428 2386.7  1963 2097 2033.8  1945.36  2814.74 
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(a) att48 

 

HAPSO: 36891 

 

APSO: 43424 

(b) berlin52 

 

HAPSO: 7994 

 

APSO: 9482 

(c) bier127 

 

HAPSO: 125480 

 

APSO: 155651 

(d) pr76 

 

HAPSO: 120490 

 

APSO: 143560 

(e) rat99 

 

HAPSO: 1427 

 

APSO: 1662 

Fig. 10.  Best tours of HAPSO and APSO for 2 salesmen on att48, berlin52, bier127, pr76 and rat99 instances. 
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Fig. 11.  Boxplot of the MTSP instances for 2 salesmen. 

 

   

  

Fig. 12.  Boxplot of the MTSP instances for 3 salesmen. 

 

   

  

Fig. 13.  Boxplot of the MTSP instances for 4 salesmen. 
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4. Conclusion 

This article presents 2 meta-heuristic algorithms, APSO and 

HAPSO, to solve the MTSP problem. The first algorithm which is 

the APSO algorithm solves the MTSP which is a discrete 

optimization problem using the PSO and 2-opt algorithms, the 

path-relink and swap operators. The initial population of the APSO 

algorithm is randomly generated. Each of the particles represents 

the solution of the MTSP and contains a subtour for each salesman. 

The APSO algorithm finds the new solutions in the search space to 

solve the MTSP. The 2-opt algorithm, the path-relink and swap 

operators improve the solutions obtained by the APSO algorithm. 

The 2-opt algorithm deletes the two edges in a subtour of the 

particle. In this way the subtour is divided into two parts. Then, 

these two parts are reunited by experimenting with different 

possibilities to be a new subtour. The path-relink operator creates 

a chain of solutions between the two solutions. In this study, the 

source solution is the tour formed by the particle. The target 

solution is the pBest information of the particle. The intermediate 

solutions are produced between the source solution and the target 

solution and the quality of these intermediate solutions are 

evaluated. The swap operator is the process of exchanging a 

randomly selected city of 2 subtours randomly selected in a 

particle. 

The second algorithm which is the HAPSO algorithm is based on 

the GRASP, PSO, 2-opt algorithms and the path-relink and swap 

operators. The HAPSO algorithm is the improved version of the 

APSO algorithm. The initial population of the HAPSO algorithm 

is generated using the GRASP algorithm. The 2-opt algorithm, the 

path-relink and swap operators improve the solutions obtained by 

the HAPSO algorithm. 

Since the PSO algorithm was developed for the continuous 

optimization problems, the pure form of the algorithm cannot be 

applied directly to the discrete optimization problems. The 

contribution of this article is that the APSO and HAPSO algorithm 

based on PSO have the ability to solve the discrete optimization 

problem. 

The aim in the MTSP is to find the tours for all m salesmen, who 

all start and end at the depot, such that each intermediate node is 

visited exactly once and the total cost of visiting all nodes is 

minimized. There is not any standard MTSP data set in the 

literature. Therefore, this is the biggest deficiency in testing the 

performance of the algorithms which solve the MTSP. Hence, the 

TSP data set is frequently used in the experiments. In this study, 

the symmetric TSP data set in TSPLIB library was used. 

The APSO and HAPSO algorithms were compared with the ACO 

and GA algorithms in the literature. The HAPSO algorithm has the 

better results on the 13 instances. The ACO algorithm has the 

better results on the 2 instances. The GA algorithm has a better 

result on the one instance. In addition, the HAPSO algorithm 

produces more stable results than the APSO algorithm and its 

performance is better in all the MTSP instances. Therefore, the 

HAPSO algorithm is more robust than the APSO algorithm. 

As the future work, we plan to develop the parallel versions of the 

APSO and HAPSO algorithms.  
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