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Abstract: Object recognition applications can be made with deep neural networks. However, this process may require intensive processing 

load. For this purpose, hybrid object recognition algorithms that can be created for the recognition of an object in the image and the 

comparison of the working time of these algorithms on various embedded systems are emphasized. While Haar Cascade, Local Binary 

Pattern (LBP) and Histogram Oriented Gradients (HOG) algorithms are used for object detection, Convolutional Neural Network (CNN) 

and Deep Neural Network (DNN) algorithms are used for classification. As a result, six hybrid structures such as Haar Cascade+CNN, 

LBP+CNN, HOG+CNN and Haar Cascade+DNN, LBP+DNN, HOG+DNN are developed. In this study, these 6 hybrid algorithms were 

analyzed in terms of success percentage and time, then compared with each other. Microsoft COCO dataset was used to train and test all 

these hybrid algorithms. Object recognition success of CNN was 76.33%. Object recognition success of Haar Cascade+CNN, one of the 

hybrid methods we recommend, with a success rate of 78.6% is higher than CNN and other hybrid methods. LBP+CNN method recognized 

objects in 0.487 seconds which is faster than any other hybrid methods. In our study, Nvidia Jetson TX2, Asus TinkerBoard, Raspbbery Pi 

3 B+ were used as embedded systems. As a result of these tests, Haar Cascade+CNN method on Nvidia Jetson TX2 was detected in 0.1303 

seconds, LBP+DNN and Haar Cascade+DNN methods on Asus Tinker Board were detected in 0.2459 seconds, and HOG+DNN method 

on Raspberry Pi 3 B+ was detected in 0.7153 seconds.. 

Keywords: Deep learning, Image classification, object detection, hybrid methods 

 

1. Introduction 

The progress of research in the field of computer vision accelerated 

considerably as the computing capacity of computers increases. 

The Haar Cascade [1], Local Binary Patterns (LBP) [2] , and 

Histogram of Oriented Gradients (HOG) [3] methods are simple 

and effective algorithms for object detection in the image. Haar 

Cascade is frequently used in many areas, such as face detection 

[4], eye detection [5], traffic light detection [6], real-time motion 

detection [7]. Similarly, the LBP algorithm is used in many areas 

such as to detect 3D hand movements  [8], face detection [9], 

detection of object forms [10], and  text detection [11]. The HOG 

algorithm is also used for object detection in areas similar to other 

object detection methods, such as character detection  [12], 

handwriting detection [13], human detection [14]. All three 

algorithms are extensively used because of the success in object 

detection [15] and are used with the advanced machine learning 

algorithms for the classification stage [16]. Objects detected by 

these methods can be recognized by using various classification 

methods such as Artificial Neural Network, Convolutional Neural 

Network (CNN), Deep Neural Network (DNN), Support Vector 

Machine and Fuzzy Logic. Although ANN is an algorithm 

frequently used in object recognition [17] before, new methods 

such as CNN and DNN increased success of object recognition to 

very high levels [18]. CNN and DNN are more preferred because 

of their success in image processing [19-20] object detection and 

classification as well as they are used in natural language 

processing [21], inference in large datasets [22], in signal 

processing. However, the performance of computers used today 

may be inadequate because CNN and DNN require many processes 

[23]. In order to increase the running success of these algorithms 

or to reduce their number of processes, hybridization studies are 

performed and the results of these hybridization studies yielded 

quite successful results [24-27]. In a study on the social network, 

the faces of people were detected by using the HOG algorithm, 

then face feature extraction was made by CNN, they are classified 

with the Support Vector Machine (SVM) and the process of 

labeling people with their names was achieved very fast with a 

98% success [28]. In another study, objects in the images, the 

feature of which was extracted by CNN, were detected by Region 

Proposal Network and detected objects were classified. Thus, the 

Region Based CNN method provides better results than CNN [30]. 

The method that was also tested in real time provided better results 

than CNN again [24]. Deep Hybrid Model proposed in a study on 

scene classification increased the scene classification success rates 

obtained in previous studies [25]. 

With the increase in portable devices and autonomous systems, the 

interest in embedded systems is increasing rapidly. In addition to 

the advantages of performing calculations on embedded systems, 

there are disadvantages. Numerous studies have been conducted on 

these embedded systems, which differ in cost, performance and 

system characteristics. Nvidia Jetson TX2 used in our study is 

frequently used in robotic systems [26] and autonomous vehicles 

[27] due to its calculation speed. Asus TinkerBoard is used for the 

control of electronic circuits [28], for the control of defense 

systems [29] and for image processing [30]. Raspberry Pi is 
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preferred over other systems because of its  cost advantage. This 

system is frequently used in network applications [31], pattern 

recognition [39], and radiation damage detection [32]. 

In our study, Haar Cascade+CNN, LBP+CNN, HOG+CNN, Haar 

Cascade+DNN, LBP+DNN, HOG+DNN hybrid methods were 

analyzed in order to reduce the computational load of classification 

methods and increase the object recognition success. It is aimed to 

reduce the processing load and increase the classification success 

by using the hybrid methods operating with pipeline logic that 

reduced the data size which entered CNN and DNN. The proposed 

hybrid methods were trained by using Microsoft COCO dataset 

and the tests were performed with images taken from the same 

dataset [33]. 

2. Material and Methods 

The explanations of Haar Cascade, LBP, HOG object detection 

algorithms and CNN, DNN classification algorithms used in this 

study are given in this section. Also, the explanations of hybrid 

object recognition methods that are generated by joining object 

detection algorithms and classification algorithms are included in 

this section. 

2.1. Haar Cascade 

The Haar Cascade algorithm, used to find and track objects in  

video  or  images, was proposed by Paul Viola and Micheal Jones 

[34]. Firstly, the image is converted from RGB level to gray level 

in the  method  which  steps  are  Haar feature selection, creating 

integral image, calculating the Haar features, Adaboost and 

Cascade. After these steps, it is decided which Haar feature will be 

used. In our study, the Haar feature windows in Figure 1 were used. 

Fig. 1. Haar Features 

The integral image is generated in order to increase the running 

efficiency of the algorithm. The pixel value of the integral image 

is indicated by I(x, y). (x, y) refers to the point where the integral 

image is located. m represents the x coordinate of the integral 

image and n represents the y coordinate of the integral image. The 

integral image calculation is shown in (1). 

( , ) ( , )0 0
m n

I x y i x yx y = = =   (1) 

I(x, y) in the equation is the pixel value of the image given as input. 

The integral image contains the sum of the pixel values of all 

coordinates smaller than the (x, y) coordinate value. In every 

process, instead of calculating the sum of the pixel values of the 

window, the sum of the pixel values of the desired window is found 

quickly by taking the integral. In Figure 2, the calculation of the 

pixel values of a selected window in the image is shown in (2). 

( , ) ( ( ) ( )) ( ( ) ( ))I x y I D I A I B I C = + − +   (2) 

Fig. 2. The window that was taken integral value 

A training dataset is needed to train the Haar Cascade algorithm. 

The dataset contains positive images included the object to be 

detected and negative images not included the object to be 

detected. The windows in Figure 1 are used to detect the object in 

the positive images. It provides a total of 160K features to be 

searched on a 24x24 size image by changing the window size. 

The scan is performed by scrolling Haar feature windows through 

the entire image [34]. These windows are called Haar features. 

Haar features are obtained by calculating the difference between 

the pixel values of the bright and dark regions according to the 

Haar features. All the pixel values must be above a threshold value 

for a region considered as bright; all the pixel values must be below 

a threshold value for a region considered as dark. The bright dark 

threshold value can be found by calculating the average of the 

pixels in the image, or can be manually determined by the user. In 

our study, the bright dark threshold was found by calculating the 

average of the pixels. 

It takes time to obtain the positive and negative regions by scrolling 

subwindows in the whole image. As a result of the features 

obtained with the Haar feature windows, a weak classifier is 

generated from each features, and a group is generated from these 

weak classifiers. Then a strong classifier is generated by using 

weak classifiers with the minimum failure rates. This method is 

called the Adaboost classification method. Each Haar feature 

selected with Adaboost is called a weak classifier. Each Haar 

feature differentiates a particular feature of the object. Training is 

the comparison of the selected feature with a trained threshold 

value. Any Haar feature (f) calculation is shown in (3). 

( ) ( ) ( )f x BlackPixels WhitePixels = −  (3) 

The threshold value of Haar feature (θ) and polarity that is the 

direction of the equation (p) must be determined for a trained Haar 

feature considered as a weak classifier. The threshold value is 

obtained by the method of calculating the sum of the Haar feature 

values obtained in the same position in the positive pictures 

including the object used in our study and dividing by the number 

of positive images or manually determined by  the user [36]. With 

the obtained f value, each weak classifier of each image is 

calculated as in (4). j in  the equation represents each Haar feature. 

1 ( )
( )

0

if p f x pj j j j
h x

j otherwise

 
= 


 (4) 

First, weights are given to each positive and negative image in the 
algorithm and the sum of these weights will be 0.5. If a is the 
number of positive images and b is the number of negative images, 
the weight of each image Wi for the positive and negative images 
is calculated as in (5). In each t cycle, weights are normalized as in 
(6). n in equation represents the total number of features in the 
image, i represents each image. 
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After the first cycle, the weights take the initial value and the Haar 

features are calculated by the (4) in the positive and negative 

images. The failure value (εt) of the Haar features is calculated 

according to (7) and positive images will be yi = 1 and negative 

images will be yi = 0. n represents the total number of images used 

in the training in the dataset. The minimum failure value of Haar 

feature is the weak classifier. 

 ( )W h x yt i j i
i

 = −  (7) 

The addition includes all positive and negative images. Since the 

value in the absolute value will be 0 for the true classifications and 

1 for the false classifications, the failure value is the sum of the 

weights of the false classified images. The Adaboost algorithm 

increases the weights of false classified images and enables the 

search for a new weak classifier. When going to the next cycle, 

weights are updated according to (8). 

 
1

1, ,
eW Wt i t i t

−=+  (8) 

i-th image is classified true, ei = 0; if it is classified false, ei = 1. 

The β value is calculated as in (9). 

 
1

t
t

t





=
−

 (9) 

With one weak classifier, it is impossible to select positive images 

at the desired rate and eliminate the negatives. For this reason, 

weak classifiers are joined to form strong classifiers. Each weak 

classifier has a weight and this weight is calculated as in (10). 

 
1

log( )t
t




=  (10) 

The weak classifier takes a weight that is inversely proportional to 

the failure resulting from the classification. The strong classifier 

resulting from the joining of weak classifiers goes through the 

control in (11). 

 

1
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Fig. 3. Cascade classification structure 

As shown in Figure 3, the image entering the Cascade classifier is 

considered negative if it is eliminated by a weak classifier. The 

image passing through all classifiers is considered positive and 

object detection is performed. 

2.2. Local Binary Pattern 

The main idea is to summarize the local structure in an image by 

comparing each pixel with its neighbor [37]. It looks at the points 

surrounding a central point and gives a binary pattern by testing 

whether the surrounding points are higher or lower than the central 

point. Each pixel is labeled by converting the difference between 

itself and its neighbors into a binary system with the step function 

u(x) [38]. In equation 12, the equation of finding the binary value 

obtained from the result of the LBP operator is shown. xc 

represents the center pixel, the center of the xp central pixel, the 

distance between the R neighbors to the center, the number of 

neighboring machined P, the difference between the Y pixel and 

neighboring pixel Y and the bits obtained from the u(y) LBP 

operator. 

1( ) ( )20,

1

0 0

pPLBP x u x xppP R c c

y o
u

y y

−= −=

 
= 



 (12) 

The LBP value generated by combining neighboring values is a 

unique identifier for the central pixel. Figure 4 shows the 

processing of the pixels with the LBP operator. 

 

Fig. 4. LBP Operator 

After these processes, each LBP value is converted to histograms. 

Histograms contain information about patterns at pixel level and 

are used as features in the classification process. The histograms 

obtained are compared with the histograms used in training to be 

decided whether the object exists in the image by Adaboost 

classification method used in the Haar Cascade method. The LBP 

method was used to detect object in our hybrid method. 

2.3. Histogram Oriented Gradients 

The HOG method is a method that describes the image as a group 

of local histograms and is first proposed by Shashua [39] and Dalal 

[40]. First, the image is converted to grayscale. After this process, 

the brightness gradient of each pixel is calculated. An orientation 

histogram is generated for image pixels divided into 9x9 cells. 

During this process, normalization is performed. The 

normalization is performed by taking the average of the pixel 

values in each 9x9 cell to minimize factors such as light intensity, 

shading and background. By means of normalization, the 

recognizer provides tolerance against changes caused by lighting 

and shading. In the HOG method, the brightness gradient (13) is 

shown[41]. m indicates the gradient, θ indicates the gradient 

direction, L indicates the brightness value of the pixel is shown 

(14). In our study, HOG was used to detect object in hybrid 

method. 

2 2( ( 1, ) ( 1, ) ,( , ) ( ( 1) ( , 1))) L x ym L x y L x y L x yx y + − − + + −= −  (13) 

 
( ( , 1) ( , 1)( 1)( , )
( ( 1, ) ( 1, )

L x y L x y
x y tan

L x y L x y
 

+ − −−=
+ −

 

 −

 (14) 
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2.4. Convolutional Neural Network 

Deep learning architecture, CNN is a neural network consisting of 

several layers [42]. The Convolution layer uses windows that move 

on the matrix. These windows are called filters or cores. The 

randomly generated filter is applied to the windows in the image 

matrix. The filter applied to the end of the matrix finally emerges 

with a new feature matrix. The matrix to which the filter is applied 

is at the end of the convolution layer as much as the filter. In the 

convolution layer, regional patterns are learned instead of global 

patterns. Convolutional neural networks have two interesting 

qualities. First, the patterns they learn do not change direction. 

Recognize a pattern that an image learns in any part of the image. 

In this way, it is able to learn the generalization power 

representations with less data. Second, they can learn spatial 

hierarchies. The first convolution layer learns regional patterns 

such as corners, while the second convolution layer learns wider 

patterns than the patterns learned by the first layer, and so on in the 

other layers. This helps him to learn more complex visual concepts 

effectively. The aim of this study was to increase the success of the 

convolutional neural networks used for object recognition. The 

image complexity entering the neural network has been reduced by 

other object detection methods, thus increasing the success of 

convolutional neural networks. 

2.5. Deep Neural Network 

Deep neural network [43] is a structure used for object detection. 

The number of hidden layers in the network structure is many, so 

it can give more successful results than artificial neural networks. 

In our study, 1 input with 28 * 28 neurons, 1 output with 20 neurons 

and 9 hidden layer DNN structures were used. In our study DNN 

was used in object detection and classification, in hybrid methods 

DNN is used in object classification. 

2.6. Hybrid Object Recognition Algorithm Structure 

In this study, Haar Cascade, LBP and HOG were used for object 

detection, CNN and DNN were used for classification. As a result 

of these processes, Haar Cascade+CNN, LBP+CNN, HOG+CNN, 

Haar+DNN, LBP+DNN, HOG+DNN structures are emerged. The 

section of the object is taken by detecting the object that desired to 

be detected with the detection method in the image. The sectioned 

object is given as input to CNN or DNN. As a result of these 

processes, the size of the image is reduced with the sectioned 

image and the neural density of CNN and DNN is also reduced. As 

a result of these, the newly generated structures are able to achieve 

higher success and speed compared to non-hybrid methods in the 

study. In Figure 5, the structure of the proposed hybrid methods is 

shown.  

Fig. 5. Flow diagram of hybrid methods 

Figure 6 shows the process of detecting an image with object 

detection methods and then cutting and sending it to the classifier. 

Fig. 6. An object detection and classification in hybrid systems 

2.7. Availability of data and materials 

In our study, Microsoft COCO dataset was used by taking 20 

object classes to test hybrid methods. There are also unlabelled 

images in the dataset that includes labelled images. Dataset was 

generated by categorizing the images by Microsoft Bing and real 

people. In order to test the success of the algorithms, the images 

that were not used in the training of algorithms were used. 80% of 

the dataset was used for training and 20% for the test. In the 

training of algorithms, a computer with a Windows operating 

system with an i5 2.5 GHz processor and 8 GB RAM was used. 

Although the lack of memory is a disadvantage of the CPU, 

memory management is provided by using the C # programming 

language. In this way, the algorithms within the hybrid methods 

are enabled to run hierarchically by eliminating the possibility of 

running at the same time. In image processing, OpenCV library, 

Python programming language, C # programming language and 

Tensorflow library were used.  

2.8. Embedded systems 

Embedded systems used TensorFlow [44] Developed by Google. 

All of the embedded systems used in our study support tensorflow 

library. Nvidia Jetson TX2 embedded system Linux based Ubuntu 

16.04, Asus Tinkerboard embedded system Linux based TinkerOS 

and Raspberry Pi 3 B+ embedded system Linux-based Raspbian 

operating system. Python programming language, Tensorflow 

library and all other necessary libraries can be easily installed on 

these operating systems. The features of all embedded systems 

used are shown in the Table 1. 

Table 1. Properties of the systems used in our study 

 CPU Frequency Cores Memory OS 

PC Intel Core i5 2.7GHz 4 8GB Windows 10 

Nvidia 

Jetson TX2 

ARMv8+ 
NVIDIA 

Pascal GPU 

2GHz 6 8GB Ubuntu 
16.04 

ASUS 

Tinkerboard 

ARM 
Cortex-A17 

- Rockchip 

RK3388 

SoC 

1.8GHz 4 2GB TinkerOS 

Raspberry Pi 3+ ARMv8 1.4 GHz 4 1GB Raspbian 

The processors and memory capacities of the systems used in the 

study are different. Nvidia Jetson TX2 stands out with its GPU 

compared to other systems. This system is an artificial intelligence 

computing device and includes ARM CPU and Nvidia Pascal 

GPU. 
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3. Results 

Tests were performed to determine the optimum configuration by 

testing the configurations used in the CNN and DNN classification 

algorithms in our study. The test results of the success of these 

configurations and the test results of the success of hybrid 

algorithms are given in this section. 

3.1. Comparison of CNN Structure 

In our CNN configuration, 10 convolution layers, 2 max pooling 

layers, 2 fully connected layers, 1 softmax layers and activation 

function Relu are used. Convolution layer, pooling layer and 

activation functions were modified and various tests were 

performed. As a result of these tests, the configuration we used was 

preferred because it was more successful than other configurations. 

The test results are shown in Table 2. 

Table 2. Classification success rate of cnn configurations (%) 

Pooling Layers Avarage Pooling Max Pooling 

Activation 

Function Tanh 

Sigmoi

d Relu Tanh 

Sigmoi

d Relu 

6 Con. Layer 57,16 52,2 57,22 50,82 51,37 52,5 
8 Con.Layer 41,28 45,79 42,97 51,01 44,77 48,33 

10 Con.Layer 80,98 80,99 80,49 80,69 80,68 81,26 

12 Con. Layer 54,29 64,62 73,04 75,44 72,43 77,02 

As a result of these tests, algorithms are generated by 10 

convolution layer, max pooling layer and Relu activation function 

and they were used in our study. 

3.2. Hybrid Method Test Results 

Haar Cascade+CNN, LBP+CNN, HOG+CNN, Haar 

Cascade+DNN, LBP+DNN, HOG+DNN object detection and 

classification methods were tested with the dataset used in our 

study and their success was compared. Tests were performed by 

selecting the images, in which all the methods used in the study 

can detect object. Object recognition successes and times were 

obtained by testing each image with all methods as shown in Figure 

7. 

 

Fig. 7.  Hybrid object recognition methods on multi-object image 

Table 3. Avarage success rate 

Avarage Success Rate (%) 

CNN Haar 

+ 
CNN 

LBP 

+ 
CNN 

HOG 

+ 
CNN 

Haar 

+ 
DNN 

LBP 

+ 
DNN 

HOG 

+ 
DNN 

76,3 78,6 75,8 76,8 77,9 77,5 72,3 

As a result of these results, Haar Cascade+CNN, one of the hybrid 

methods using CNN classifier, recognized objects with 78,60% 

success rate which is higher than other methods used in the study. 

The run times of the algorithms were measured in all embedded 

systems for each image. The average run time of each algorithm 

was found for each embedded system. These periods are shown in 

Table 4. 

Table 4. The average object recognition times of the methods (second) 

 CNN  

Haar 

+ 

CNN 

LBP 

+ 

CNN  

HOG

+ 

CNN 

Haar 

+ 

DNN  

LBP 

+ 

DNN  

HOG

+ 

DNN  

PC 0,58 0,58 0,48 0,58 0,69 0,49 0,79 

NVIDIA 

JETSON TX2 
0,135 0,130 0,131 0,135 0,132 0,134 0,129 

ASUS 

TINKERBOAR

D 

0,247 0,246 0,245 0,246 0,245 0,247 0,251 

RASPBERRY 

PI 3 B+ 
0,715 0,720 0,717 0,716 0,718 0,718 0,715 

According to the data in Table 4, the tests performed on the PC, 

LBP+CNN hybrid method in 0.487 seconds in a shorter location 

than the other methods in the search and ranked. Tests on the 

Nvidia Jetson TX2 system have the shortest operating time of the 

Haar Cascade+CNN method with 0.1303 seconds. Asus Tinker 

Board system tests were performed with 0,2458 seconds and gave 

faster results than LPB+CNN method. When we look at the other 

systems that have the weakest hardware when looking at Raspberry 

Pi 3 B+ system, the CNN method works fastest with 0.7159 

seconds. Looking at all systems, the Nvidia Jetson TX2 is 

ultimately higher than the other systems before the GPU's 

advantages. When the success story of hybrid methods is 

examined, Haar Cascade+CNN method is designed as the most 

successful method according to Table 4. Accordingly, there is a 

2.79% difference between the recognition success of the 

LBP+CNN hybrid method and the object recognition success of 

the Haar Cascade+CNN hybrid method. This ratio is not to be 

underestimated in artificial intelligence calculations. On the Nvidia 

Jetson TX2 system, Haar Cascade+CNN method is 0.1303, 

LPB+CNN method is 0.11310. When we look at all these results, 

Haar Cascade+CNN method is the most successful method in our 

study, Nvidia Jetson TX2 is seen here as the fastest embedded 

system. 

4. Conslusion 

In this study, different hybrid methods were developed and tested 

on different systems. It can be said that the processes on the PC 

take longer than the processes performed on other systems because 

of the background applications in the operating system. It is 

thought that the object labeling processes on the image are the 

reasons why hybrid methods are more successful than CNN 

method. The dataset must be correctly labeled in the labeling 

process before training. Otherwise, object recognition may be low. 

It can be said that the object detection methods increase the success 

rate by first cutting the object properly from the image and then 

sending it to the classifier and shorten the processing time due to 

the decrease in the size of the data entering the classifiers.  
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