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Abstract: After the advent of eye 2D imaging technology, Optical Coherence Tomography (OCT) has become one of the most effective 

and commonly used imaging techniques for non-invasive retinal eye disease evaluation. Blindness is primarily diagnosed using OCT with 

one of the following two eye diseases categories: diabetic macular edema (DME) or age-related macular degeneration (AMD). The 

classification of eye retina diseases using OCT images has recently become a challenge with the development of machine learning and 

profound learning techniques. In this paper, a hybrid artificial intelligence system for multiclass classification of eye retina diseases has 

been proposed, using automated deep features extracted, based on Advanced OCT Network (AOCTNet) architecture from OCT images 

especially spectral-domain (SD-OCT) images. The proposed methodology mainly can be used to classify retinal diseases into normal and 

four abnormal classes (AMD, choroidal neovascularization (CNV), DME, and Drusen). The proposed system was constructed using eight 

types of machine learning algorithms (Support Vector Machine with Linear kernel (LSVM), Support Vector Machine with Radial Basis 

Function kernel (RBF SVM), Artificial Neural Network (ANN), K Nearest Neighbor (KNN), Random Forest (RF), Linear Discriminant 

Analysis (LDA), Quadratic Discriminant Analysis (QDA), and Naïve Bayes (NB)).  The classifiers achieved high performance. For 

example, the KNN and the RF classifiers achieved an accuracy of 99.44 and 99.12, respectively. This methodology is potentially a powerful 

computer-aided diagnostic (CAD) tool for the use of SD-OCT imaging for retinal diseases. 
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1. Introduction 

A film of the optic nerve and light-sensitive tissue surrounding the 

inner surface of the eyeball is found in the retina inside the human 

eye. The concentrated light is received by the eye lens and 

transformed into neural signals [1]. The Macula layer is the largest 

sensing area in the central part of the retina which contains 

different layers of nerve photoreceptor cells responsible for colour 

recognition. Eventually, the retina processes the data obtained 

from the macula and sends it to the brain for visual recognition 

through the optic nerve [1], [2]. 

Some eye disorders that can influence the retina are among the 

main triggers of vision impairment in western populations, with 

more than 300 million DME cases which means that DME may 

become a rising issue in the next few years [3],[4],[5]. Examples 

of that: Age-related macular degeneration (AMD), choroidal 

neovascularization (CNV), drusen, and diabetic macular edema 

(DME). Such disorders could lead to blindness and impact 

lifestyles. Retina diseases are the most crucial diseases that affect 

human eyes, based on that, scientists are motivated to explore new 

and effective tools for diagnosing eye conditions [6],[7]. 

An optical coherence tomography (OCT), with approximately 5.35 

million OCT scans conducted in 2014 alone in the United States is 

one of the most popular imaging modalities for diagnosing the eye 

[8]. OCT is a non-invasive imaging tool useful for diagnosing eye 

retina disease [8]. OCT imaging allows ophthalmologists to see 

distinctive retinal layers, to calculate, monitor, and direct the 

treatment [9], [10]. OCT can capture and generate images in two 

different domains: the Time domain and spectral domain. OCT 

usually results in significant changes in imagery efficiency; 

offering more detailed knowledge regarding intraretinal retaining 

layer morphology that is used for the identification and diagnosis 

of diseases [11]. 

Nowadays, many researchers are focusing on applying OCT on 

medical data to improve medical decisions [12],[13],[14], [36], 

[37], and [38]. This is done by applying and improving artificial 

intelligence (AI) in particular, machine learning (ML), and deep 

learning (DL) algorithms, by focusing on using these algorithms 

separately or together. Many researchers have worked on this area 

(diagnosis systems) such as the proposed work in [15],[16],[17]. 

The key necessity for this work is having a huge OCT retina dataset 

either in time or spectral domains as suggested by [1] or by [2].  

Deep learning (DL) is the state-of-the-art Artificial Intelligence 

(AI) branch used to apply multi-layer computation models and 

understand how data can be interpreted in various abstraction 

layers [12],[13],[14]. Convolutional Neural Network (CNN) 

technique is a state-of-the-art DL approach used for the diagnosis 

of medical diseases, especially image-based diseases [13]. CNN is 

structured in general to reduce the pre-processing of data and to 
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view raw images. There are several layers in the CNN: input layer, 

convolution layer, RELU layer, classification layer, and output 

layer [1]. CNN is primarily based on two stages; the first one is the 

convolution stage, and the second one is downsampling. The 

convolution stage is carried out with pre-specified size and weight 

training filters [1], [13]. The downsampling stage is responsible for 

reducing the number of output data. The application of CNN is 

carried out in two approaches; the first approach is more widely 

used and is focused on the transfer of pretrained CNN templates 

and the grouping of new categories rather than their initial 

categories [16]. The second approach is to develop a particular 

CNN for a specific use [15].  

This study proposes a hybrid system of deep learning and machine 

learning approaches.  Deep learning will be used as an automated 

deep feature extractor, while machine learning will be used as a 

classifier for enhancing automated multi-class detection based on 

raw SD-OCT images. The system is based on AOCTNet CNN to 

extract features from five types of retinal conditions (four disorder 

cases and normal cases). Figure 1 indicates the block diagram of 

the proposed methodology. 

 

 

Fig. 1.  Approach to Developing a Hybrid System for Eye Diagnosing using SD-OCT.  

The contributions of this work can be summarized as follows: 

- A new methodology using automated deep features extraction 

is proposed and trained. 

- Enhancing the Classification of five classes of retina diseases. 

- Using a huge dataset of SD-OCT images collected from 

different sources in the training and testing stages. 

 

This paper is structured to include:  Section 2 provides details 

about recent related works. Section 3 presents -with a detailed 

explanation- the used dataset and the proposed architecture. 

Section 4 discusses the results, including the performance of the 

proposed system. Section 5 is the discussion about the method 

results. And finally, section 6 presents the conclusion of the work. 

2. Literature Review  

Machine learning and deep learning approaches are more 

commonly used to recognize and diagnose retinal eye disorders. 

The most recent associated research articles are covered in this 

section. A system of unsupervised extraction of the features of the 

anterior chamber OCT pictures for ordering and classification 

purposes was proposed by Amil et al. [18]. The unsupervised 

approach consists of three key steps; pre-process images, 

calculating the gap between each pair of the images, and 

implementing a machine learning algorithm that uses the 

calculated distance to organize and identify items. The approach is 

implemented with a dataset consisting of 1000 OCT images. 

Ji et al. [19] developed a system based on transfer learning using 

the CNN Inception V3 pre-trained framework. The method is used 

to classify the OCT images into two classes of diseases (dry AMD 

and DME) in addition to Normal cases of retinal OCT images. The 

total system accuracy was around 98% using the Beijing clinical 

datasets. While Perdomo et al. [20] designed a CNN called OCT-

NET which is made up of 12 layers. The designed CNN was used 

to characterize DME using SD-OCT quantities. The proposed 

CNN was evaluated by the Singapore Eye Research Institute 

(SERI) database covering 32 SD-OCT volumes. The overall 

accuracy was 93.75±3.125%. 

Nugroho [21] proposed a system that performs a comparison 

between two methods of extracting features: handcrafted and deep 

learning. This system aims to choose the best features and models 

that can be used to distinguish SD-OCT images. Handcrafted 

features include Local Binary Pattern (LBP), and Oriented 

Gradient Histogram (HOG). Deep learning features were extracted 

using DenseNet-169 and ResNet50 CNN models. The outcome 

reveals that deep learning features-based systems outperformed 

handcrafted features-based systems, with an accuracy of 88% and 

89% for DenseNet and ResNet50, respectively. HOG and LBP 

achieved an accuracy of just 50% and 42%, respectively. 

Hwang et al. [22] developed a cloud-based artificial intelligence  
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Fig. 2.  Representative Hybrid System Workflow Diagram. 

 

 

Fig. 3.  Samples of the images in the system for five classes: a) Normal, b) CNV, c) DME, d) DRUSEN, e) AMD 

 

telemedicine web-based decision-making platform for diagnosis 

and treatment of AMD cases. The authors claimed that they used 

35,900 labeled OCT images from AMD patients to train three 

separate pre-trained CNN models to build the systems. The pre-

trained CNN models were VGG16, InceptionV3, and ResNet50. 

The findings indicate that the used models obtained an accuracy of 

91.20%, 96.93%, and 95.87% for VGG16, InceptionV3, and 

ResNet50, respectively. The precision and the responsiveness 

scores were no less than 90%. Alqudah [1] proposed a CNN design 

called Advanced OCT network (AOCTNet) that is made up of 19 

layers. The designed CNN model is used to classify the SD-OCT 

images into five classes (AMD, CNV, DME, Druses, and Normal) 

which makes this CNN model very efficient. The designed CNN 

model was trained, validated, and tested on the largest dataset in  

a)                                                     b)                                                         c) 

          d)                                                          e)           
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Fig. 4.  The AOCTNet CNN architecture. 

this literature with 137,437 SD-OCT images and achieved an 

accuracy of 97.1%. 

In this paper, a hybrid artificial intelligence system based on deep 

features extraction is used to classify the SD-OCT images into five 

classes. The proposed system fed the extracted deep features using 

AOCTNet to eight different classifiers to enhance classification 

performance. 

3. Materials and Methods 

The proposed methodology is addressed in this section. This 

section will cover the used datasets, the used AOCTNet CNN 

design, the extracted features, the used classifiers, and the 

performance evaluation techniques. Figure 2 displays the flow map 

of the suggested technique. Dataset 

In this paper, we used the dataset that has been used in our research 

[1]. The used dataset consists of two huge datasets; the first one is 

the OCT dataset published by Zhang Lab at the University of 

California at San Diego (UCSD) [2]. While the second dataset is 

Farsiu 2013 Ophthalmology AMD dataset available at Duke 

University [3, 23].  

The fusion of both datasets results in a dataset consists of 136,187 

SD-OCT images with the following distribution: 51390 normal 

images, 37455 images with choroidal neovascularization, 11576 

images with diabetic macular edema, 8866 images with drusen, 

and 26900 images for the age-related macular degeneration. For 

testing purposes, a dataset of 1,250 images (250 for each case) is 

collected from five different hospitals and private clinics [1]. The 

images are resized to a dimension of 256×256 to make them 

compatible with the input size of the used AOCTNet CNN 

architecture. Figure 3 shows samples of the used images. 

3.1. AOCTNet 

In general, CNN is being used for three main purposes: 

classification, feature extraction, and segmentation. It mainly 

consists of two main steps: the feature extraction step and the 

classification step; with a group of layers in each step. In the 

feature extraction step, each layer takes its input immediately from 

the previous layer output, then, it passes the output as an input to 

the next layer; while in the classification step, the layers receive 

their feature vectors as an input coming from the previous fully 

connected layer [24]. In this paper, we have used the AOCTNet 

CNN architecture that was proposed by Alqudah [1] for deep 

feature extraction. The AOCTNet consists of 19 layers to classify 

the SD-OCT images effectively. The AOCTNet has been trained 

on a huge number of SD-OCT images from different resources. 

The authors reported that the AOCTNet was trained using more 

than 137,000 SD-OCT images; making it suitable for deep feature 

extraction. Figure 4 shows the architecture of AOCTNet. 

3.2. Automated Deep Features Extraction 

The pre-trained CNN (AOCTNet) used in this study was used to 

extract deep features automatically from the SD-OCT images 

dataset. In the current research, the fully connected layer of the 

used CNN was used as a feature extraction layer; this layer 

precedes the classification layer of CNN which is the Softmax 

layer. The output of the fully connected layer will represent a 

feature vector that contains five features, each feature represents 

one type of the class [25]. Such feature extraction methodology is 

fully automated, it results in very deep and efficient features, the 

features can extract representative features for the entered data, 

especially when the used CNN is well designed and trained on a 

large dataset [26]. The dimension of the extracted features used in 

this research is M×N where 𝑀 represents the number of Images, 

and 𝑁 is the number of classes (Five in our case) [25]. 

3.3. Classifiers 

After extracting the deep features successfully, the classifier(s) is 

needed to classify these features to find the corresponding class for 

any test image. For this purpose; in this research; eight different 

classifiers rather than Softmax were used including Linear Support 

Vector Machine (LSVM), Radial Basis Function-SVM (RBF 
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SVM), Artificial Neural Network (ANN), K Nearest Neighbor 

(KNN), Random Forest (RF), Linear Discriminant Analysis 

(LDA),  Quadratic Discriminant Analysis (QDA), and  

Naïve Bayes (NB).  

3.3.1. Support Vector Machine (SVM) 

Support Vector Machine (SVM) is one of the most well-known and 

widely used supervised machine learning algorithms, mainly used 

to classify data into two classes. The SVM algorithm uses the 

entered training data to build a model that expects the new samples 

class, the model built by determining the optimal hyperplane that 

separates the dataset. This hyperplane must maximize the margin 

between the nearest data point and the separating hyperplane. The 

SVM was successfully applied to a wide range of real-world 

applications especially Biomedical Engineering, including face 

detection, recognition, and verification, image retrieval, 

handwritten character, and digit recognition [27],[28].  

3.3.2. Artificial Neural Network (ANN) 

Artificial neural network (ANN) is one of the most well-developed 

machine learning algorithms that replicate the actions of human 

brain neurons. These neurons; connected by weight-bearing 

linkages; form the neural model of the artificial neural networks. 

Different ANNs built to model specific tasks based on the role that 

will be performed, where various types of neural networks assume 

specific modes of operation for the network. There are essentially 

two types of feed-forward type or feedback type [29], [30]. 

3.3.3. K-Nearest Neighbor (KNN) 

K-nearest neighbors (KNN) algorithm is one of the simplest, non-

parametric, lazy, and instant learning methods used in two main 

types of problems in machine learning, namely: classification and 

regression. In both instances, the input vector consists of function 

space, and the result is a class member that is classified based on 

the plurality voting technique of a neighbors class, while the object 

is assigned to the main class that belongs to that class. The majority 

vote shall refer to the weights representing the difference between 

each function point and the center of mass of the vector [29], [30]. 

3.3.4. Random Forest (RF) 

The Random Forests (RF) Classifier was first introduced by 

Breiman [30] and is one of the most common and commonly used 

Ensemble Machine Learning Techniques. The basic principle of 

RF is to create classification trees using randomly selected features 

from randomly selected samples with a baggage strategy. These 

trees can then be used to vote for a given input vector to get a class 

name. RF has many benefits, such as flexibility in large-scale data, 

high precision, it can be effectively extended to multi-class inputs, 

and it does not interfere. 

3.3.5. Discriminant Analysis (DA) 

Discriminant analysis (DA) is a very popular method of 

classification, commonly used and statistically based, that uses 

training features to estimate parameters that can construct the 

model to distinguish and isolate the various forecasting variables 

from the discriminating surface functions. Discriminatory analyzes 

have an alternate surface for which they are linear and then called 

Linear Discriminant Analysis (LDA), while one is quadratic and 

then Quadratic Discriminant Analysis (QDA). The linear 

discrimination function is used to fit a normal multivariate density 

into any group, and the covariance matrix is determined by a 

sample, while the multivariate discriminant function is used to fit 

a normal multivariate density with sample stratification covariance 

estimates [31]. 

 

3.3.6. Naïve Bayes (NB) 

Naïve Bayes (NB) classifiers are a family of basic probabilistic 

classifiers focused on the implementation of Bayes’ theorem, with 

clear naive assumptions of independence between the functions. 

But they can be linked to an estimation of the Kernel Density and 

reach higher accuracy levels. They are among the simplest 

Bayesian network models. Naïve Bayes has been studied 

extensively since the early 1960s and remains a popular method till 

now. NB Classifiers are extremely flexible, allowing a range of 

linear parameters for the number of features and predictors of 

learning difficulties. Maximum-likelihood testing may be achieved 

by analyzing a closed-form expression that requires linear time 

rather than an inefficient iterative approximation as used by certain 

other forms of classifiers [32]. 

3.4. Performance Evaluation 

 In any artificial intelligence (AI) based medical diagnosis system; 

there must be an evaluation of the system performance regarding 

any new data to measure its ability to determine the class of 

unknown causes. So; to evaluate the performance of the proposed 

system, the original annotations of the SD-OCT images were 

compared with the predicted annotations by the system from the 

same images. After that, using the original and precited annotations 

the accuracy, sensitivity, precision, and specificity are calculated, 

where this evaluation parameter measures how precisely; the SD-

OCT images are diagnosed [28], [29]. To compute these 

measurements, four different types of statistical values are 

computed, those are true positive (TP), false positive (FP), false 

negative (FN), and true negative (TN) [30]. Then, using these 

values, the mentioned measurements are computed as follows: 

 

Accuracy =  
TP+TN

TP+FP+TN+FN
                                                                (1) 

Sensitivity =  
TP

TP+FN
                                                                           (2) 

Precision =  
TP

TP+FP
                                                                             (3) 

Specificity =  
TN

FP+TN
                                                                           (4) 

 

 

4. Results 

The proposed hybrid system was tested using a hardware 

environment with a desktop computer with Intel Core I7-6700 at 

3.4 GHz and 16 GB of RAM and the codes were executed in a 

parallel environment. First, the system was used for extracting the 

deep features from both training and testing datasets. As mentioned 

before the deep features are representative where only a single 

feature will be extracted for each class. Figure 5 shows the 

extracted deep features for both training and testing datasets. 

After that, the extracted deep training features are used to train all 

five models (SVM, ANN, KNN, RF, and QDA). The SVM model 

was trained using two different kernels linear and radial basis 

function (RBF), ANN using 50 hidden layers, the number of 

neighbors of KNN is 1 and distance is euclidean, and RF with 100 

as several bags. These models will be tested later using the testing 

features. Figure 6 shows the confusion matrices for all classifiers 

during the training phase. 
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Fig. 5.  Extracted Deep Features using AOCTNet CNN. 
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(G) 

 
(H) 

Fig. 6.  Training Confusion Matrices for All used Classifiers; (A) LSVM; 

(B) RBF SVM; (C) ANN; (D) KNN; (E) RF; (F) QDA; (G) LDA; and 

(H) NB 

 

All classifiers result in high accuracy during the training phase 

except the random forest (RF) and Linear discriminant analysis 

(LDA) classifiers which are scored the two lowest training 

accuracies among all used classifiers. Meanwhile, all other 

classifiers are recoding training accuracy higher than 97% which 

reflects that the extracted deep features are representative and can 

discriminate between the eye disease classes using SD-OCT. The 

testing phase includes testing the stored trained models using an 

independent set. Then the confusion matrices for all models were 

plotted, Figure 7 shows the confusion matrices for all classifiers 

during the testing phase. Table 1 shows the detailed performance 

measurements of the proposed systems. 

Table 1. Performance Measurements of Proposed Systems 

 
(A) 

 
(B) 

 
(C) 

 
(D) 

Method 

Metric 

Accuracy 

% 

Sensitivity 

% 

Specificity 

% 

Precision 

% 

LSVM 97.28 97.28 99.32 97.33 

RBF SVM 98.56 98.56 99.64 98.57 
ANN 97.44 97.44 99.36 97.48 

KNN 99.44 99.44 99.86 99.45 

RF 99.12 99.12 99.78 99.12 
QDA 96.96 96.96 99.24 97.04 

LDA 91.44 91.44 97.86 92.89 

NB 97.28 97.28 99.32 97.36 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2021, 9(3), 91–100  |  98 

 
(E) 

 
(F) 

 
(G) 

 
(H) 

Fig. 7.  Testing Confusion Matrices for All used Classifiers; (A) LSVM; 

(B) RBF SVM; (C) ANN; (D) KNN; (E) RF; (F) QDA; (G) LDA; and 

(H) NB. 

5. Discussion 

Comparing the proposed system results with other systems in the 

literature is presented in Table 2. All surveyed literature research 

listed and compared in Table 2 uses multiple SD-OCT databases 

or a mix of datasets to create a large one It should be noted that the 

majority of the research in the literature uses a different number of 

classes which is usually two or three classes and only four research 

used four classes. Such factors may affect the performance of the 

classification methods significantly. Also, it is noted that the 

researchers in surveyed literature focused on pre-processing 

methods and used focus in using the pre-trained CNN models 

rather than designing CNN models, these models are applied using 

transferee learning techniques to make it able to take un pre-

processed images.  Also, from Table 2 we can observe that 

different pre-trained CNN models were used with the transferee 

learning technique. These models include Inception V2, Inception 

V3, and GoogleNet models were used, on the other hand, some 

papers make ensemble methodologies using these pre-trained 

CNN models were proposed. 

 

Moreover, some papers in the literature use machine learning 

algorithms on features extracted from the segmented region of 

interest (ROI) of SD-OCT. Moreover, most of the listed methods 

in the literature have achieved high recognition rates, more than 

80%. As a final note, most methods in the surveyed literature were 

used to make a classification of the OCT images for three diseases 

classes, while there are only four papers that proposed a system to 

classify them into four classes and only one method to classify 

images into five classes. Also, we used the largest dataset of SD-

OCT images used with 137,437 images while the closest one was 

113,397.  

Finally, using Table 2 the proposed hybrid system achieves the 

highest accuracy for classifying the SD-OCT images with the 

largest used dataset of SD-OCT images that have been used in such 

a system, while it is the second system that is able to classify the 

images to five classes but with superior performance compared to 

other systems. The proposed hybrid systems show that such 

systems achieve a higher classification rate compared to other 

methods. While comparing the elapsed time of each classifier in 

classifying a new image, the average time for classifying all testing 

for each classifier was measured and shown in Figure 8. 

 

Fig. 8.  Average Testing Time of all Used Classifiers in Seconds. 

Using Table 1 and Figure 8 we see that the best classifier among 

all performance measurements and time consumption is the KNN. 

This means that this classifier can classify the SD-OCT images 

with the highest performance and the shortest time among all used 

classifiers. 

6. Conclusion 

Modern lifestyle diseases have made a tight grip around our daily 

lives.  Eye retinal diseases being one of the most common diseases 

that occur around the world that change or affect the life of many 
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people. Eye retinal disease remains a   problem to be solved at its 

very basic level. In this paper, an artificial intelligence hybrid 

system is proposed for enhancing eye retinal diseases diagnosis. 

The hybrid systems are based using automated deep features 

extracted from SD-OCT images using AOCTNet, then these 

features are fed into eight different classifiers. Furthermore, the 

proposed systems achieved an accuracy better than the scoped 

works in the included literate, in addition to the AOCTNet itself. 

The experimental results show that the CNN-KNN systems 

achieved the highest accuracy rate of 99.44%.  

It is worth mentioning that the proposed system has the following 

advantages: First, it is considered the first artificial intelligence 

hybrid system for OCT classification. Second, deep features 

extraction has been automated. Third, the classification of the OCT 

images has been enhanced. Lastly, the proposed system is fast and 

robust.  Nevertheless, the proposed system needs a long time for 

feature extraction. 

Table 2. Comparison between the literature works and the proposed 

system 

 
Abbreviations 

CNN: Convolutional Neural Network; OCT: Optical Coherence 

Tomography; AOCTNet: Advanced OCT Network; AMG: age-

related macular degeneration; SD-OCT: spectral-domain optical 

coherence tomography; CNV: choroidal neovascularization; 

DME: diabetic macular edema; SVM: Support Vector Machine; 

ANN: Artificial Neural Network; KNN: K Nearest Neighbor; RF: 

Random Forest; DA: Discriminant Analysis; NB: Naïve Bayes; 
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