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Abstract: A reliable and precise tool for medical machine learning is in demand. The diagnosis datasets are mostly unbalanced. To propose 

an accurate prediction tool for medical data we need an accurate machine-learning algorithm for unbalanced data classification. In binary 

class unbalanced medical dataset, accurate prediction of the minority class is important. Traditional classifiers designed to improve 

accuracy by giving more weight to the majority class. Existing techniques gives good results by accurately classifying the majority class. 

Despite the fact that they misclassify the minority cases, the total accuracy value does not reflect this. When the misclassification cost of 

minority class is high, research should focus on reducing the total misclassification cost. This paper presents a new cost-sensitive 

classification algorithm that classifies unbalanced data accurately without compromising the accuracy of the minority class. Our proposed 

minority-sensitive decision tree algorithm employs new splitting criteria called MSplit to ensure accurate prediction of the minority class. 

The proposed splitting criteria MSplit derived from the exclusive causes of the minority class. For our experiment, we mainly focused on 

the breast cancer dataset by considering its importance in women's health. Our proposed model shows good results as compared to the 

recent studies of breast cancer detection. It shows 0.074 misclassification cost that is the least among the other comparison methods. Our 

model improves the performance for other unbalanced medical datasets as well. 

Keywords: Unbalanced Data Learning, Decision Tree, Cost-sensitive learning, Medical Machine Learning Tool, Breast Cancer 

Classification. 
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1. Introduction 

In the medical domain, early detection of diseases helps doctors to 

cure with the least harm. In countries with a scarcity of doctors, an 

accurate medical diagnosis tool can be helpful.  

Despite more than two decades of studies performed to improve 

unbalanced data classification, further study is still required [1]. 

Unbalanced data have unequal distribution of data among the 

different categories. It has more number of negative instances as 

compared to positive instances. In the breast cancer dataset, most 

of the patients are belonging to the benign (negative) and few are 

belonging to the malignant (positive) class [2]. This type of dataset 

is called an unbalanced dataset.  

Machine learning tool has huge potential to be very effective in 

medical diagnosis [1,3–6]. However, the bottleneck for this is the 

inefficiency of traditional classification algorithms for unbalanced 

data. Unbalanced data adversely affects the performance of 

traditional classifiers. Even though they exhibit an accuracy of 

around 90%, they are not considered as an optimal choice for 

unbalanced data [2]. Their 90% of accuracy is due to the accurate 

classification of the majority class [2]. Misclassification of 

minority class doesn't make a noticeable impact on overall 

accuracy because they don't have a noticeable representation in the 

dataset. Minority instances and especially rare instances are 

remained unnoticed and they are mostly misclassified by 

traditional algorithms.  

 Lots of studies have been performed to handle the classification 

of unbalanced data [6–11]. Many researchers proposed improved 

classification algorithms using techniques like feature selection 

and feature weighting for balanced data [12–16]. Recently many 

authors proposed a similar type of work for unbalanced data [9,11].  

Existing studies of unbalanced data are mainly categorized into 

two groups; one is data level techniques and another is algorithmic 

techniques [2]. Data level techniques try to balance the dataset. 

Data level techniques involve data sampling techniques like over-

sampling, under-sampling, and mix-sampling [1,2,7]. Over-

sampling replicates the minority samples and under-sampling 

removes the majority samples. In fields like medical diagnosis 

where accurate identification of minority cases is important, the 

data level sampling is not considered as an appropriate solution [2].  

An algorithmic technique involves cost-sensitive classification 

[1,2,9,11]. The cost-sensitive approach is about the reduction of 

misclassification cost or test cost. In the cancer dataset, the 

misclassification cost of the minority class is huge as compared to 

the majority class. Thus, to reduce the overall misclassification 

cost in cancer diagnosis, it is important to achieve an accurate 

prediction of the minority class.  

Fig. 1 shows the impact of the wrong prediction on total 

misclassification cost. We considered misclassification costs for 

the minority (positive class) as 10 and majority (negative class) as 

1 for the calculation of total misclassification cost. First, we vary 

the false positive rate (FPR) from 0 to 0.5 and kept the false-
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negative rate (FNR) fix at 0, and measure the variations in total 

misclassification cost. Then we reverse the scenario and again 

calculate the total misclassification cost. Fig. 1 shows less variation 

in misclassification cost when FPR varies from 0 to 0.5. 

Misclassification cost increases sharply (after the 6th iteration) 

with the increase in FNR. This means misclassification of the 

positive class has a huge influence on total misclassification cost 

and thus improvement in minority class prediction can reduce the 

overall misclassification cost. 

The motivation of this paper is to propose cost-sensitive 

classification technique for unbalanced data of breast cancer to 

minimize misclassification of costly minority class. In this paper, 

we proposed a decision tree-based cost-sensitive model called 

ImbTree for the unbalanced data classification. The traditional 

decision tree algorithm was initially developed for the balanced 

data and so it is biased towards the majority class [9]. The ImbTree 

algorithm is the unbiased version of the decision tree algorithm. It 

treats each class according to its misclassification cost and tries to 

reduce the overall misclassification cost by accurately classifying 

costly minority class.  

In this paper, section 2 discusses work related to our study. Section 

3 explains our proposed ImbTree algorithm. Section 4 gives a 

detailed data analysis of the breast cancer dataset and highlights 

the data difficulty and also discusses method implementation with 

comparison of results. 

2. Related Work 

Several studies proposed for accurate medical machine learning 

tools. However, these studies do not consider the unbalanced 

nature of medical data. Recently, unbalanced data learning attracts 

the attention of many researchers. Krawczyk et al. [1], stated that 

unbalanced data learning is still target of intense research. They 

called cancer malignancy grading one of the recent real-time 

applications with data imbalanced present. To propose an accurate 

tool for this kind of application accurate unbalanced data 

classification is required. 

 

Fig. 1. Behavior of misclassification cost against FPR and FNR 

Many researchers proposed data level techniques to handle the data 

unbalance. However, Due to the drawbacks associated with data 

level sampling, lots of researches have been performed to eliminate 

the need for data-level sampling [2,6,7,9,10]. When the dataset has 

rare sub-concepts with huge misclassification costs, then 

classification should be handled with extreme care. Data sampling 

alone does not appropriate for such unbalanced datasets [7].  

In 2015 Krawczyk et al. [3] realize the importance of early 

detection of breast cancer. They performed detailed research on the 

unbalanced data classification of breast cancer malignancy using a 

boosting technique. They confirm that the uneven distribution of 

class is a challenging problem of machine learning [3]. They use 

under-sampling with boosting technique. However, as per Barot et 

al. [2], important information like rare sub-concept might be lost 

during under-sampling. 

Coenen et al. [17] proposed an association rule-based classification 

technique and achieve 90% of accuracy for breast cancer 

classification. Venkatesan et al. [18] did a performance analysis of 

the decision tree algorithm for the breast cancer dataset. They had 

used a different version of decision tree algorithms and found that 

the J48 shows the best result as compared to the CART, AD TREE, 

and BF TREE. 

In 2016, Shen et al. [19] proposed an evolving support vector 

machine (SVM) using a fruit fly optimization technique for 

medical data classification. SVM is tuned using a fruit fly 

optimization algorithm (FOA). FOA-SVM produces high 

classification accuracy for the Wisconsin breast cancer dataset, 

Pima dataset of diabetes, and thyroid dataset.  

In 2017, Karar et al. [5] proposed an automated diagnosis of heart 

sounds using a rule-based classification tree. The diagnosis method 

uses normalized Lyapunov exponents for rules extraction. Selvi et 

al. [8] proposed an enhanced grayscale adaptive method for breast 

cancer prediction. They had proposed an image processing 

technique for breast cancer prediction. Lee et al. [9] proposed a 

modified C4.5 algorithm called AUC4.5 as a cost-sensitive 

approach for unbalanced data. AUC4.5 uses the area under the 

curve (AUC) as splitting criteria.   

Barot et al. [6], proposed an algorithmic approach called minority 

sensitive decision tree (MiDT) for unbalanced data classification. 

The MiDT had shown good results as compared to the data level 

sampling methods.  

Devarriya et al. [10] proposed unbalanced data classification for 

breast cancer using genetic programming. The authors proposed 

the deletion of the missing values as part of the pre-processing. 

Deletion of instances with missing values could be costly when 

such deletion results in a loss of information for the minority class. 

In the medical domain information belonging to a minority class is 

important.  

Liu et al. [11], proposed information gain directed simulated 

annealing genetic algorithm wrapper (IGSAGAW) for feature 

selection and cost-sensitive support vector machine (CSSVM) for 

breast cancer diagnosis. Authors use information gain (IG) to rank 

the features and then they use an optimization algorithm to select 

the best features. They use misclassification cost as evaluation 

parameters. 

Kusuma et al. [20] proposed a back-propagation neural network 

(BPNN) based study for breast cancer detection. Authors use the 

Nelder Mead optimization technique to optimize the BPNN. 

Results show that the decision tree outperforms the proposed NM-

BPNN and achieves an accuracy of 96.1%. However, the proposed 

NM-BPNN outperforms the original BPNN method. 

Kaur et al. [21], proposed oversampling technique name General 

type-2 fuzzy set-based SMOTE (GT2FS-SMOTE) for web spam 

detection. The GT2FS-SMOTE identifies the minority samples 

that are close to the center for oversampling. The GT2FS-SMOTE 

outperform the SMOTE algorithm for unbalanced data 

classification.  

Bej et al. [22], proposed Localized Random Affine 

Shadowsampling (LoRAS) for oversampling of minority class.  

The LoRAS generates minority sample without considering 

majority class distribution.  

Kaya et al. [23], proposed differential evolution based 

oversampling approach named DEBOHID for highly imbalanced 

datasets. The proposed DEBOHID oversampled the minority class 

by generating synthetic samples. The DEBOHID generates 
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minority samples that are similar to existing minority samples and 

increase the risk of over-fitting. Data over sampling techniques 

increase the size of dataset that increase learning time and data 

over-fitting. 

3. ImbTree 

The proposed ImbTree algorithm is a cost-sensitive classifier for 

the unbalanced data. The main focus of ImbTree is the 

minimization of misclassification costs. The objective function 

defined as in (1). 

 
𝑎𝑟𝑔 𝑚𝑖𝑛

£𝑝,   £𝑛
 𝐶𝑝𝑛 ×  £𝑝 +  𝐶𝑛𝑝 ×  £𝑛         (1) 

 

Here, Cpn and Cnp are constant and represent the misclassification 

cost of minority and majority instances respectively. £p is the 

misclassification factor of the minority class and £n is the 

misclassification factor of the majority class.  

To minimize the objective function we need to minimize the £p 

and £n. In the medical domain, the misclassification cost of 

positive instances is generally 10 or more times greater than the 

misclassification cost of negative instances [9,11]. Thus to 

minimize the objective function given in (1), focus should be on 

the reduction of (Cpn × £p). Here Cpn is constant and thus we need 

to minimize the £p which represents the misclassification factor of 

minority instances. Fig. 1 shows that the misclassification of 

minority class has a huge impact on the sharp rise of total 

misclassification cost. If we can increase the prediction accuracy 

of the minority class then we can minimize the objective function 

given in (1). 

Fig. 2 shows the model of the proposed minority-sensitive decision 

tree algorithm. It does not ignore the minority class as the 

traditional majority-biased decision tree does.  

In this approach, first data is pre-processed to remove noise and to 

fill missing values. After this, ImbTree identifies unique patterns 

of the target class and extracts them to create a pattern base. 

Method to identify the responsible causes of targeted minority 

class was explained by Barot et al. [2]. From these extracted causes 

feature weights are determined and these weights are used in the 

calculation of the new splitting method called MSplit. The MSplit 

is used as the splitting criteria in the ImbTree.  

 

MSplit = {
𝑓𝑣,                                            𝑖𝑓 𝑓𝑣 ∈ 𝑃
𝑓𝑣 𝑤𝑖𝑡ℎ 𝑙𝑒𝑎𝑠𝑡 𝑔𝑖𝑛𝑖 𝑣𝑎𝑙𝑢𝑒, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

       (2) 

∀𝑓𝑣 ∈  𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑣𝑎𝑙𝑢𝑒 𝑝𝑎𝑖𝑟 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 

 
Here, P is a pattern base. The pattern base is build using a causal 

extraction process as explained by Barot et al. [2] and it is 

represented as P = {p1, p2, p3,…., pm}. Here p represents the 

individual pattern and m is the total number of patterns. Each Pi 

can be defined as D1, D2,.., Dk => Ci. Here, k is the number of 

dimensions in pattern Pi and Ci is the targeted ith class.  

The proposed MSplit method gives special treatment to the 

important positive class. The MSplit works as the traditional 

splitting criteria (Gini index) for the balanced datasets. However, 

for an unbalanced dataset, it uses a pattern base to decide the 

splitting criteria. When misclassification cost is the same for all the 

classes then the ImbTree work as traditional decision tree 

algorithms. But if there is a huge difference in misclassification 

cost then MSplit introduces special branches in the tree which are 

responsible to ensure unbiased minority class classification. 

4. Experimental Setup 

For this study, we used Wisconsin breast cancer, new-thyroid, and 

Pima Indian diabetes dataset from the UCI machine learning 

repository. Data distribution has a strong impact on the 

performance of classifiers. The performance of the classification 

algorithm deteriorates if the dataset has class overlapping [7].  

The breast cancer dataset has 699 instances and 10 attributes. It has 

458 instances of class benign and 241 instances of class malignant. 

Fig. 3 shows a graphical plot with multidimensional scaling (MDS) 

of the breast cancer dataset. MDS is used to visualize the level of 

similarity among the multi-dimensional data samples. It transforms 

multi-dimensional data into two-dimensional data (coordinate 1 

and coordinate 2). MDS is used to identify the similarities and 

dissimilarities between different instances of the dataset. 

To ensure that all attributes have the same range of values, we 

normalized the data using the data normalization technique. Fig. 4 

shows MDS on normalized breast cancer data. We use the R 

language to generate the MDS plot. Both MDS visualizations show 

that there is a data overlapping. Data and class overlapping are 

major challenges for the classification [7]. Traditional 

classification algorithms like SVM and KNN do not perform well 

if such data overlapping is present in the dataset [7]. 

 

 

Fig. 2. ImbTree Model 
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Fig. 3. MDS Visualization of Breast Cancer Dataset. 

Fig. 4. MDS Visualization of Normalized Breast Cancer Dataset. 

Fig. 5 shows the class distribution of the breast cancer dataset. The 

figure shows class overlapping that makes the traditional 

classification algorithm of unbalanced data sub-optimal. 

Using proximity analysis we did similarity and dissimilarity 

analysis of the minority Vs minority, minority Vs majority, and 

majority Vs majority classes. We observed good similarity 

between some minority and majority class instances as compared 

to the majority-majority and minority-minority class instances. 

The minority instances could be misclassified by the traditional 

majority biased classifiers if they have good similarities with the 

majority class.  

The highlighted portion in Fig. 6 shows that the minority 

(malignant) instances are surrounded by the majority (benign) 

instances. Such data distribution characteristics prevent distance-

based classifiers from having accurate prediction of minority class 

[7]. 

For the implementation of our model, we used python 3.7 on a 

windows machine with 8GB RAM. We had used three medical 

datasets for our experiment. Results of our proposed algorithm are 

compared with the recent studies by Shen et al. [19] and Liu et al. 

[11]. 

Our proposed ImbTree algorithm first extracts exclusive patterns 

of the targeted class. Using extracted unique patterns ImbTree 

determines splitting criteria called MSplit as per (2). Based on the 

MSplit value it generates the tree with the special branches known 

as causal branches. Generation of the minority class-sensitive 

causal branches is an important part of the ImbTree algorithm to 

make it unbiased classifiers. 

In the medical dataset, the minority class is more important and it 

has a high misclassification cost as compared to the majority class. 

Thus the ImbTree only extracts the causes which are responsible 

for the minority class.  

 

Fig. 5. Class Distribution (Yellow - minority and Purple-Majority) of 

Brest Cancer Dataset. 

 

Fig. 6. Proximity Analysis 

After the cause extraction phase, we derived interesting patterns 

from the breast cancer dataset that can play a major role in cancer 

prediction. Fig. 7 shows extracted major causes and their level of 

influence in the prediction as malignant.  

Fig. 7 shows that if V1 (clump thickness) is more than 8 then there 

is a sure chance of a diagnosis of the patient as malignant. Among 

the total malignant cases, more than 50% of cases have clump 

thickness > 8. From the given dataset, we can say that the pattern 

related to clump thickness is one of the major and important 

identifications for the malignant case. Similarly, other important 

identifications of the malignant patient are uniformity of cell size, 

marginal adhesion, and normal nucleoli. The ImbTree identifies 

such unique causes and based on that it build minority sensitive 

causal branches. The minority sensitive tree alleviates the problem 

of biasing towards the majority class. 

We had used 10-fold cross-validation for training and testing. We 

had used accuracy and AUC for the performance comparison with 

FOA-SVM [19]. To test and verify the cost-sensitive capabilities 

of the ImbTree algorithm we also compared it with the recent cost-

sensitive approach called IGSAGAW-CSSVM [11] for breast 

cancer dataset and performed comprehensive performance analysis 

in comparison with AUC4.5 [9]. Performance parameters defined 

as in (3) to (8). TP is true positive, TN is true negative, FP is false 

positive and FN is false negative value that formulates confusion 

matrix. 

Accuracy = (TP + TN) / (TP+TN+FP+FN)     (3) 

Precision = TP / (TP+FP)        (4) 

Recall (Sensitivity or TPR) = TP / (TP + FN)     (5) 

G-mean = sqrt(Sensitivity*Precision)      (6) 

FPR = FP / (FP+TN)       (7) 

AUC = (1+TPR - FPR)/2       (8) 
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4.1. Experimental Results and Analysis 

The result of ImbTree for the breast cancer dataset is shown in 

Table-1. The result shows 96.5% accuracy. Particularly for the 

minority class, it achieved a 98.75% of correct classification rate.  

In the cancer dataset, the misclassification cost of the majority 

class is some medical tests that require some additional expenses 

while the misclassification cost of the minority class could be a 

loss of life. Thus by having accurate results for the minority class, 

our proposed model can reduce the overall misclassification cost. 

In medical datasets like breast cancer, a reduction in the 

misclassification cost is considered a huge benefit. 

The results of the ImbTree algorithm reveal that out of the total 

241 minority instances, 238 instances are correctly classified and 

three instances are misclassified. Thus, it gives a recall value of 

98.75% for the minority class. Recall measure is important to 

derive misclassification costs for minority class instances. From 

the total 252 instances predicted as malignant, the true malignant 

instances are 238 that gives the precision value of 94.8%. 

Table 1. Results of ImbTree on Breast Cancer Dataset 

Accu. Recall Specificity FPR FNR AUC 

0.965 0.987 0.953 0.047 0.013 0.970 

 

Table-2 and Table-3 show the performance comparison of the 

ImbTree with FOA-SVM and PSO-SVM [19]. From the results, 

we found that the ImbTree based tool is the best performer as 

compared to the FOA-SVM and PSO-SVM for all three medical 

datasets. 

Fig. 7. Analysis of Major Causes of Cancer 

Table 2. Performance (Accuracy) Comparison 

Dataset PSO-SVM FOA-SVM ImbTree 

Breast Cancer 0.962 0.969 0.965 

New-Thyroid 0.952 0.963 0.965 

Pima Indian Diabetes 0.765 0.774 0.856 

 

Table 3. Performance (AUC) Comparison 

Dataset PSO-SVM FOA-SVM ImbTree 

Breast Cancer 0.962 0.968 0.982 

New-Thyroid - - 0.978 

Pima Indian Diabetes 0.714 0.723 0.877 

 

Table 4. Performance Comparison of ImbTree & IGSAGAW-CSSVM 

Algorithm Accuracy G-mean AMC 

IGSAGAW-CSSVM 0.958 0.971 0.121 

ImbTree 0.965 0.970 0.074 

 

 

Table-4 shows the performance comparison of the ImbTree and the 

IGSAGAW-CSSVM [11] for the breast cancer dataset. For the 

performance comparison, we have used accuracy, g-mean, and 

average misclassification cost (AMC). AMC gives the 

misclassification cost of the model and it is calculated as per the 

proposed method in [11]. 

 

AMC = 
#𝐹𝑃 × 𝑀𝐶𝑏𝑚 + #𝐹𝑁 × 𝑀𝐶𝑚𝑏 

(#𝑇𝑃 + #𝑇𝑁 + #𝐹𝑃 + #𝐹𝑁)
      (9) 

 

#FP gives the number of false positive and #FN gives the number 

of false negatives. #TP and #TN give the number of true positive 

and true negative respectively. As per the study of Liu et al. [11], 

for the breast cancer dataset the cost of misclassification of a 

minority as a majority (MCmb) is 10 and the cost of 

misclassification of a majority as a minority (MCbm) is 1.  

As shown in Table-4, the ImbTree has better performance as 

compared to the IGSAGAW-CSSVM. ImbTree shows a more 

accurate prediction of minority cases. It shows a good prediction 

rate for both the majority and minority cases and thus it can reduce 

the total misclassification cost. The ImbTree shows better accuracy 

and AMC as compared to the IGSAGAW-CSSVM. 

 Fig. 8 shows the average misclassification cost comparison for 

PSO-SVM, FOA-SVM, IGSAGAW-CSSVM, and ImbTree. Our 

proposed ImbTree model achieves an average misclassification 

cost of 0.074, which is the least among all four algorithms. 

Experimental results of NM-BPNN proposed by Kusuma et al. 

[20] prove that the traditional decision tree outperforms the neural 

network algorithm for unbalanced data of breast cancer. Table-5 

show an accuracy comparison of the traditional decision tree [20], 

NM-BPNN [20], and ImbTree for the breast cancer dataset.  

Our proposed method shows superior accuracy as compared to 

NM-BPNN and decision tree algorithm. The ImbTree outperforms 

the original decision tree algorithm and comes out as an optimal 

alternative for unbalanced data. 

Fig. 8. Misclassification Cost Comparison 

Table 5. Accuracy Comparison for Breast Cancer Dataset 

Algorithm Decision Tree [20] NM-BPNN [20] ImbTree 

Accuracy 0.961 0.898 0.965 

4.2. Comprehensive Evaluation of ImbTree 

In order to obtain a comprehensive evaluation of ImbTree we used 

a range of datasets as listed in Table 6. We used 13 real life datasets 

with various class imbalance ratios ranging from 1.15 to 87.83 and 

results are compared with AUC4.5 [9].  

Table 7 shows results of ImbTree and AUC4.5. Performance is 

evaluated using measures such as Accuracy, Recall, G-mean, 

Precision and AUC. Except precision measure, other performance 

measures indicates ImbTree as optimal algorithm as compared to 

AUC4.5. As ImbTree improves overall accuracy and accuracy of 

costly minority class, it successfully reduces misclassification cost. 

Cause Coverage for Malignant 

8< V1 < inf 9.1<=V2<inf 9.1<=V3<inf

7.3<=V4<=8.2 9.1<=V8<inf RestCauses

V1    clump thickness. 

V2    uniformity of cell size. 

V3    uniformity of cell shape. 

V4    marginal adhesion. 

V5    single epithelial cell size. 

V6    bare nuclei (16 values are missing). 

V7    bland chromatin. 

V8    normal nucleoli. 

V9    mitoses. 
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Table 6. Dataset Information 

ID Dataset #min #maj IR 

1 Banknote 610 762 1.24 

2 Car 65 1663 25.58 

3 Diabetes 268 500 1.86 

4 Ecoli 20 316 15.8 

5 ILPD 167 416 2.49 

6 Nursery 330 12630 38.27 

7 Wine-quality Red 18 1581 87.83 

8 Wine-quality white 175 4723 26.98 

9 Yeast 244 1240 5.08 

10 Mammographic Mass 445 516 1.15 

11 tic-tac-toe 332 626 1.88 

12 Credit approval 307 383 1.24 

13 
Contraceptive Method 

Choice 
333 1140 3.42 

5. Conclusion 

Lack of in-time diagnosis may result in a loss of life. Machine 

learning can play a vital role in accurate and in-time disease 

diagnosis. In developing countries where doctors are less against 

the total population, the accurate prediction tool could be a 

blessing. However unbalanced nature of medical data makes the 

traditional classification less optimal. In the medical dataset, the 

minority class has a huge misclassification cost. Classification of 

unbalanced data and especially accurate classification of minority 

class is always a challenging task. Our proposed ImbTree model is 

a small effort towards achieving the minority-sensitive machine-

learning tool. ImbTree is based on new splitting criteria MSplit, 

which give equal importance to minority and majority class. 

The ImbTree is more accurate for the medical datasets we selected 

for the experiment. ImbTree shows good results in terms of overall 

accuracy and average misclassification cost. The result shows that 

the ImbTree is capable of having a more balanced performance for 

both the classes and thus successfully reduces the overall 

misclassification cost. ImbTree shows superior results than other 

comparison methods. It gives the least total misclassification cost 

of 0.074 and the best accuracy of 0.965 for the breast cancer 

dataset.  

In the future, studies should be made to reduce misclassification 

costs for the multi-class unbalanced data. 
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