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Abstract: The goal of machine learning is to create a model that performs well and gives accurate prediction outcomes in a particular set 

of classification tasks. To achieve higher performance, the machine-learning model has to be optimized. Literature shows that parameter 

and hyper-parameter tuning is most widely used for model optimization. In most classification tasks, the dataset is divided into training 

and testing sets with 70% and 30% for training and test respectively. However, the 70% training and 30% testing set division does not 

guarantee better predictive outcomes for all classifications. Thus, this study proposes a learning curve for analysis of the effect of data size 

on the performance of the classification model using a real-world heart disease dataset employing a random forest model. The experimental 

result shows that data sample size has a significant effect on the performance of the random forest model. A learning curve is the best 

approach for determining the sample size for classification tasks using a machine-learning model. 
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1. Introduction 

In recent years, machine learning has become one of the most 

widely researched fields due to its wider application in object 

recognition, disease diagnosis, and automated recommendation 

systems [1, 2]. However, the use of machine learning models for 

medical diagnosis and object recognition is not without negative 

impacts. Especially, in medical diagnosis the effect of false-

negative results in adverse effects for patients and prolonged 

complications in cases where the machine learning model miss 

predicts the class of a given input.  

The performance of machine learning algorithms largely depends 

on many parameters such as sample size, number of features, and 

the complexity of a particular problem under study [3]. One of the 

causes of false-positive or wrong predictive outcomes is the quality 

and quantity of the data sample size used for training the predictive 

model [4]. Moreover, the training and test set is divided by 

reserving 70% of the dataset for training and 30% for testing 

generally.  The 70% training and 30% training set paradigm for 

model development is not the perfect choice for all datasets and 

problems under study. 

Many machine-learning techniques have been applied to heart 

disease dataset classification. For instance, multi-class support 

vector machine [5], decision tree [6] and logistic regression, k-

nearest neighbor, Naïve Bayes and random forest [7] with 

acceptable classification outcome, random forest producing 

highest prediction outcome of 92.85%. However, the studies are 

focused on classification accuracy and the number of features 

rather than the sample size. In [8], the researchers examined the 

performance of three classification algorithms namely, random 

forest, support vector machine, and Naïve Bayes.  They found that 

the Naïve Bayes model outperforms with the highest classification 

accuracy of 80.42%. In [9?] the researchers investigated the 

performance of x algorithms for varying sample sizes trained on 

44 has a classification accuracy of 78% outperforming other 

classifiers. In this study, we proposed a learning curve for 

determining the sample size for classification problems for 

improved predictive outcomes. Moreover, this study investigates 

the answers to the following research questions: 

1) What are the existing methods used for determining sample 

size for training machine-learning mode to enchase 

classification outcome? 

2) What is the effect of varying sample sizes on the 

training score and cross-validated score of the 

classification model? 

3) How do determine the data sample size that maximizes 

the predictive outcome of the classification model? 

4) What is the relationship between sample size and 

classifier performance? 

2. Literature review  

In this section, we will focus on literature related to the application 

of machine learning techniques to heart disease prediction and 

diagnosis. There have been many types of life-threating diseases 

among which heart disease is the most common and life-threating 

disease [9]. Early diagnosis of heart disease is vital to saving 

human life from heart disease. However, the identification of heart 

disease at the early stage of its occurrence is more complicated and 

challenging. This is because heart disease requires experienced 

experts and more accurate automated methods for better precision 

during the identification of heart disease in the early stages of its 

occurrence [10]. 
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A literature survey [11], shows that there have been automated 

methods and machine learning models for heart disease prediction 

in the early stage. Moreover, with the rapid growth of artificial 

intelligence and digital technology for data storage, a large volume 

of heart disease-related data is stored using digital systems all over 

the world. Machine learning has been found to have wide 

application in the medical field for the diagnosis and prognosis of 

diseases. In [12], the researchers used a decision tree for 

classifying the heart disease dataset. The researchers evaluated the 

proposed model and the result shows that classification accuracy 

of 83% is achieved with the decision tree model. 

From the above reviews, we observe that the performance of the 

machine learning algorithm has scope for improvement. Thus, we 

aimed to optimize the performance of the existing classification 

model by determining the optimal sample size using a learning 

curve as a method for determining a better number of training 

instances. 

3. Research method and materials  

This section discusses the dataset employed for testing the 

proposed technique and the algorithm used for developing the 

model that predicts kidney and heart disease patients. A learning 

curve is employed to determine the optimal sample size by relating 

the cross-validation test score and training score to varying sizes 

of the data sample. Random forest, Naïve Bayes, and support 

vector machines are used to develop the model. The proposed 

model is tested on two medical datasets namely, the kidney and 

heart disease datasets collected from the Kaggle data repository. 

The performance of the model is evaluated using accuracy as a 

measure of performance. Each algorithm is trained on different 

sample sizes and the performance is measured on different training 

instances. 

3.1. Performance metrics 

To evaluate the performance of the proposed model on varying 

sizes of heart disease dataset samples, accuracy is employed as a 

classification metric. The accuracy of the classification model is 

detrained by the formula defined in equation (1). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (
TP+TN

TP+TN+FP+FN
∗ 100)                                           (1) 

4. Experimental result and discussion  

In this study, we have employed Python 3.4 with Jupyter Notebook 

as the experimental platform for training the classification model 

with five-fold cross-validation. The performance of the support 

vector machine, random forest, and Naïve Bayes is recorded and 

the result is compared. The experimental result for the three 

algorithms on different sample sizes is discussed in figure 1. 

As shown in figure 1, the training and cross-validation score 

converges. The model performs well when more data samples are 

used for training the model. In addition, the training score is much 

greater than the cross-validation score revealing that the model 

requires more training samples to generalize more effectively. The 

learning curve shown in figure x demonstrates the relationship 

between training score and cross-validation score for varying data 

samples. Hence, the grid search reveals training and cross-

validated test scores, which is important to tune a model to find a 

better balance between error due to bias and variance. The learning 

curve shown in figure 1 shows that there is more variability around 

the cross-validation score revealing that the model suffers from 

error due to variance. The score values for various training 

instances are demonstrated in Table 1. 

 

Fig. 1.  Performance of random forest on heart disease dataset. 

Table 1. Performance of random forest model on different training 

instances  

Number of raining instances Accuracy in % 

100 84% 

250 89%  

450 96% 

650 98% 

800 99.02% 

As demonstrated in table 1, the performance of the random forest 

model varies between 84% and 99.02% for varying sizes of 

training instances between 100 and 800. Classification accuracy 

for the model has shown a significant variation with lower 

accuracy of 84% using training instances of size 100 and an 

increase of 15.02% with training instances of 800. Thus, the 

accuracy of the random forest classifier largely depends on the 

training instance used for model development. Moreover, the 

learning curve is an important technique for determining the 

optimal number of training instances for developing a more 

accurate classification model. 

 

Fig. 2.  Performance of Naïve Bayes on heart disease dataset. 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2022, 10(2), 222–225  |  224 

Table 2. Performance of Naïve Bayes model on heart disease dataset 

Number of raining instances Accuracy in % 

100 83% 

250 85%  

450 87% 

650 88% 

800 91% 

 

As demonstrated in table 2, the Naïve Bayes model performs well 

when more training instances are used to train the model. However, 

the performance of the Naïve Bayes model is 91% when trained on 

800 training instances. Thus, the random forest model performs 

well for heart disease diagnosis as compared to the Naïve Bayes 

model. 

 

Fig. 3.  Performance of support vector machine on heart disease dataset. 

Table 3. Performance of support vector machine on heart disease dataset  

Number of raining instances Accuracy in % 

100 82% 

250 88%  

450 94% 

650 96% 

800 97% 

As demonstrated in table 3, the support vector machine performs 

better for higher training instances in a similar way to the random 

forest and Naïve Bayes model. The more the data points are in the 

training set, the better the model performance. In addition, the 

support vector machines performed better as compared to Naïve 

Bayes. However, the performance of the support vector machine is 

lower than the random forest model for heart disease prediction. 

Thus, the random forest model outperforms as compared to Naive 

Bayes and support vector machine although the Naive Bayes and 

support vector machine performed with promising or acceptable 

accuracy on heart disease prediction. 

 

Fig. 4.  Performance of random forest on kidney dataset. 

 Table 4. Performance of random forest on kidney dataset 

Number of raining instances Accuracy in % 

25 55% 

125 55%  

175 55% 

250 96% 

350 97% 

As demonstrated in table 4, the performance of random forest tends 

to increase for an increase in training instances. The highest 

accuracy archived with the random forest is 97% on the kidney 

dataset using the optimal training instances or sample size. 

 

Fig. 5.  Performance of Naïve Bayes on kidney dataset. 

 Table 5. Performance of Naïve Bayes on kidney dataset 

Number of raining instances Accuracy in % 

25 40% 

125 40%  

175 40% 

250 89% 

350 99% 

As demonstrated in table 5, the Naïve Bayes model tends to 

increase for an increase in training instances. The highest accuracy 

archived with the random forest is 99% on the kidney dataset using 

the optimal training instances or sample size. Initially, the 

performance of Naïve Bayes remained constant for training 

instances below 250. 
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Fig. 6.  Performance of support vector machine on kidney dataset. 

 Table 6. Performance of support vector machine on kidney dataset 

Number of raining instances Accuracy in % 

25 90% 

125 90%  

175 90% 

250 97.5% 

350 98% 

As demonstrated in table 6, the support vector machine model 

tends to increase for an increase in training instances. The highest 

accuracy archived with the random forest is 98% on the kidney 

dataset using the optimal training instances or sample size. 

Initially, the performance of Naïve Bayes remained constant for 

training instances below 250. We observe from table 4, table 5, and 

table 6 that, the Naïve Bayes model performs better on kidney 

disease diagnosis as compared to the random forest and support 

vector machine. The highest accuracy score by Naïve Bayes, 

random forest, and support vector machine is 99%, 98%, and 97% 

respectively. Hence, the Naïve Bayes model performs well on 

imbalanced classification tasks as compared to the support vector 

machine and random forest. 

Table 7. Performance of classifiers on heart and kidney disease dataset 

Classifier  
Accuracy of heart 
disease dataset  

Accuracy of kidney 

disease dataset 

Random forest 99.02% 97% 

Naïve Bayes 97%  99% 

SVM 98% 98% 

As shown in Table 7, the support vector machine performs with 

similar accuracy on the heart and kidney disease dataset. But the 

performance of the random forest model is less as compared to the 

heart disease dataset and the Naïve Bayes model performs better 

on the kidney disease dataset as compared to the heart disease 

dataset. 

5. Conclusion 

In this study, we have evaluated three machine learning models on 

the heart disease dataset. The performance of the classification 

model is compared on different sample sizes. The experimental 

result appears to prove that the sample size significantly affects the 

performance of the classification model. Based on the experiment 

conducted on varying sample sizes, we have concluded that the 

performance of the classification model largely depends on the 

sample size used for training a particular model. A learning curve 

is a good method for determining the training size that maximizes 

the performance of the classification model. The learning curve 

provides the relationship between the cross-validation test score 

and training score on varying sample sizes.  Overall, with an 

optimal sample size of 78% for training and 22% of the dataset for 

testing the highest accuracy score was 98.02% using the random 

forest model on heart disease prediction and 99% using Naïve 

Bayes on kidney disease prediction. 

For future work, we recommend researchers conduct an empirical 

study on other supervised learning methods such as decision trees, 

logistic regression, and K-nearest neighbor using different real-

world medical datasets such as diabetes and liver disease datasets. 
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