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Abstract: Diabetes is one of the more common diseases in the world today and is one which also plays a role in the development of many 

other critical or terminal illnesses such as heart diseases, coronary diseases, eye diseases, kidney diseases, and even nerve damage. Thus, 

early diagnosis is of great importance. With the development of machine learning techniques and artificial intelligence, the estimation of 

disease risks has started to be widely accepted and applied by researchers and medical doctors. In this study, a machine learning technique 

was proposed for the prognosis of early onset diabetes. An interface was designed using the MATLAB graphical user interface (GUI). The 

wrapper-based Particle Swarm Optimization (PSO), Tree Seed Algorithm (TSA), Crow Search Algorithm (CSA), Slime Mould Algorithm 

(SMA), and Artificial Bee Colony (ABC) algorithms were used to reduce and select the required input attributes. The results obtained with 

these algorithms were compared by using conventional machine learning algorithms such as Decision Tree (DT), Random Forest (RF), 

Support Vector Machine (SVM), K Nearest Neighbor (kNN) and Feed Forward Neural Networks (FFNN).  16 features used in the diagnosis 

of diabetes, od the wrapper-based feature selection and feature reduction methods 10 features with PSO method, 9 features with TSA 

method, 13 features with CSA method, 6 features with SMA method and 8 features with ABC method has been determined. The features 

determined by each respective method were then classified using machine learning algorithms. All combinations have been tried and these 

are the results of the best five combinations on the results, methods displayed the best classification performances with success rates of 

PSO + SVM = 97.5, TSA + SVM = 96.15, CSA + FFNN = 99.04, SMA + FFNN = 94.23, and ABC + SVM = 96.73 respectively.  
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 Introduction 

Diabetes is a disease that develops when the pancreas does not 

produce enough of the hormone insulin or when the insulin 

produced cannot be used effectively and can cause serious 

complications. The pancreas, an organ located in the upper left 

abdomen, has 2 fundamental functions: an endocrine function and 

an exocrine function [1].  Diabetes is caused when the pancreatic 

beta cells function improperly, which can thus lead to various 

organ diseases such as impaired renal function, risk of heart 

disease, hypertension, eye damage that can lead to visual 

disturbances, nerve damage, and glaucoma [2]. The World Health 

Organization (WHO) stated in a 2018 report that diabetes is one of 

the fastest growing chronic life-threatening diseases, affecting 

approximately 422 million people worldwide. Increasing 

morbidity in recent years indicates that the number of diabetic 

patients in the world will reach 642 million by 2040, which means 

that one in ten adults will have diabetes in the future [3]. There are 

three types of diabetes: Type 1 diabetes is caused by the failure of 

the pancreas to create enough insulin due to lack of beta cells; Type 

2 diabetes occurs due to insulin resistance, when cells are unable 

to respond to insulin; the final type is gestational diabetes, which 

occurs when a pregnant woman with no history of diabetes has 

high blood glucose volume during pregnancy [4]. Diabetes 

mellitus, more widely known as simply diabetes, is a disease that 

occurs with the increase of sugar in the blood over a long period of 

time, leading to metabolic disorders [5]. Symptoms of diabetes are 

generally increased hunger, increased thirst, and frequent 

urination. If neglected, diabetes can lead to more severe long-term 

health problems such as cardiovascular disease, chronic kidney 

disorder, stroke, foot ulcers, nerve injury, cognitive impairment 

and vision loss. [4, 6, 7]. 

In parallel with advancing technology and developed living 

conditions, diabetes has also gained prominence, affecting the 

daily lives of millions. Quick and accurate diagnosis and analysis 

of early diabetes is thus of great importance and is a matter worth 

studying. Choosing the correct classification method in machine 

learning studies is a critical issue in this regard.  There are different 

parameters used in the classification methods for the prognosis of 

diabetes; to this respect, it was observed that effective results could 

not be obtained by means of many methods available in the 

literature [8-14]. Many methods such as Artificial Neural 

Networks (ANN), DTs, and SVMs have been proposed for the 

diagnosis of diabetes by using machine learning methods [15]. 

Islam et al. subjected the dataset used in their study to classification 

with the Naive Bayes (NB) Algorithm, Logistic Regression (LR) 

Algorithm and RF Algorithm with 10-fold cross validation and 

concluded that they obtained the most successful result with the 

RF method in this dataset [16]. Faniqul et al. conducted their study 

on the same dataset and applied four algorithms: NB, DT, LR, and 
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RF. They calculated the performance of each classifier and found 

that the most successful method was RF with 10-fold cross 

validation with 97.4% accuracy [16, 17]. Zou et al. reduced the 

data size with principal component analysis (PCA) in feature 

extraction methods using random data from 68,994 patients 

obtained from a hospital in Luzhou, China. Using the obtained 

features, they achieved 80.84% accuracy with RF [3]. Yue et al. 

used the quantum particle swarm optimization (QPSO) algorithm 

and the weighted least squares support vector machine (WLS-

SVM) for the prognosis of Type 2 diabetes [18]. In another study, 

seven features were used: diabetes risk factor, age, gender, body 

mass index (BMI), diabetes history in the family, blood pressure, 

duration of diabetes, and blood glucose level. NB and C4.5 

decision tree-based classification methods and k-NN clustering 

techniques were used for the analysis of this data set [19]. In a 

study conducted by Ahmed (2016), the J48 algorithm was modeled 

using the WEKA application in data mining methods on 

approximately 318 Type 2 diabetic medical data collected from the 

Jabir Abu Eliz Diabetic Center (JADC) in Sudan and achieved a 

classification accuracy of 70.8% [20]. In another study conducted 

by Nurjuhan et al. (2021), a classification using feature selection 

algorithms in 2 different diabetes datasets (Pima Indian and Sylhet 

Diabetes Hospital) was made in which the researchers achieved an 

accuracy ratio of 97.5% and 77.7% for the data obtained from 

Sylhet Diabetes Hospital with the highest LR regarding the Pima 

Indian diabetes data. Emon et al. tested the Sylhet Diabetes 

Hospital dataset with data from 130 patients and their classifiers 

and stated that they reached the highest accuracy rate of 98% using 

the RF method [21]. In his study, Taser achieved 98.65% accuracy 

by applying the Adaboost method on the Naive Bayes Tree 

(NBTree) of the Sylhet Diabetes Hospital dataset [22].  

 Patient and non-patient data obtained from 520 samples 

collected via direct questionnaires from Sylhet Diabetes Hospital 

in Sylhet, Bangladesh was used in the present study. The aim of 

this study is to benefit from the given features, to design a 

prediction algorithm using machine learning, and to find the most 

appropriate classification algorithm to obtain the closest result 

compared to clinical results.  In this study, machine learning 

methods were used for the prognosis of early diabetes and the 

anticipated results were obtained. The decision tree is a popular 

machine learning method in the medical field as it has strong 

classification power. Random forests are also widely used as they 

can produce many decision trees. However, neural networks have 

recently become more prevalent machine learning methods as they 

perform better in many ways [3]. Feature selection was performed 

in this study using the PSO, TSA, CSA, SMA, and ABC algorithms 

for the prognosis of diabetes; then, the classification performances 

were analysed using SVM, DT, FFNN, RF, and kNN methods in 

the classification process. 

 Materials and Methods 

2.1. The Dataset 

The dataset used in this research was obtained from 520 patients 

from Sylhet Diabetes Hospital via direct questionnaires conducted 

under doctor supervision [23]. The dataset consisted of 200 healthy 

individual and 320 diabetic patients. Physical data are given in the 

following 16 physical examination data and classification results 

in Figure 1. 

These datasets:  

Age: how old the patient is (20-65). 

Gender: Shows the patient's gender information (Male/Female). 

Polyuria: Production of abnormally large volumes of dilute urine. 

(Yes/No). 

Itching: an uncomfortable sensation on the skin that causes a desire 

to scratch. (Yes/No) 

Irritability: the quality or state of being irritable. (Yes/No) 

Delayed healing: It has been defined as 'healing that takes longer 

than anticipated, given appropriate therapy (Yes/No) 

Partial Paresis involves the weakening of a muscle or group of 

muscles. It may also be referred to as partial or mild paralysis. 

Muscle stiffness is when your muscles feel tight and you find it 

more difficult to move than you usually do, especially after rest. 

You may also have muscle pains, cramping, and discomfort. 

(Yes/No) 

Alopecia is a condition in which hair is lost from some or all areas 

of the body. (Yes/No) 

Obesity is defined as abnormal or excessive fat accumulation that 

presents a risk to health. (Yes/No) 

Class: Diabetes or Non-Diabetes (Positive / Negative) 

Figure 1. Features of Dataset 

2.2. Data Pre-processing 

In order to be used in classification problems, data should be used 

continuously. Based on this, the present data were transformed in 

such a way that they could be used for data pre-processing. Figure 

1 provides features of the relevant dataset. 

2.3. Feature Selection (FS) 

''Relevant'' identification of a feature is a difficult issue due to the 

complex (two-way, three-way, or multi-faceted) interactions 

between features. A feature may become relevant or irrelevant 

when used in combination with other features; therefore, an 

optimal property subset should contain complementary properties 

that provide various properties of classes. The feature selection 

process locates a small feature subset in a particular large feature 

data set and has been of interest for many years [24, 25]. Feature 

selection in classification is to find a subset of the relevant features 

so that the dimensionality of the data can be reduced and the 

learning/classification process can be accelerated while the overall 

classification performance can be maintained or improved [25, 26]. 

Initiation, search strategy, evaluation criteria, and retention criteria 

stages are factors that affect the performance of a feature selection 

algorithm. Various algorithms have been proposed in order to 

address feature selection problems; however, they still remain a 
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challenge. In this section, five feature selection approaches (PSO, 

TSA, CSA, SMA, and ABC) are discussed. 

2.3.1. PSO Feature Selection 

PSO imitates the social behavior of birds that live in flocks [27]. 

PSO is a meta-heuristic search algorithm that simulates the 

movements of a flock of birds to find a food source. Each parcel of 

the swarm represents a candidate solution flying in the 

multidimensional search space. A parcel uses the best position 

discovered by itself and its neighbors to move towards an optimum 

solution [28]. The algorithm was developed using computer 

simulations and various interpretations. PSO uses various 

substances (parcels) that forms a flock. This flock navigates the 

search area to locate the best possible solution. With respect to 

each parcel in the search area, the flock alters the experience of 

flying and the "flying" of other parcels to imitate the experience of 

flying. PSO is initiated by randomly generated parcels and their 

velocity, which indicates the search speed. Then, the particles are 

evaluated in terms of relevance, as in the way the GA algorithm 

works. Two main tests follow such evaluations. The first compares 

the experience of a parcel called personal best (pbest) to itself. The 

second test, the global best (gbest), compares the relevance of the 

parcel to the overall flock experience. Conducting these two tests 

ensures the protection of the best parcel. These processes are 

performed until the retention criteria is determined [29]. Figure 2 

provides the PSO flow chart [30]. 

 

Figure 2. Diagram of PSO 

2.3.2. TSA Feature Selection 

The population-based Tree-Seed algorithm (TSA) was proposed 

by Kiran to solve continuous optimization problems [31]. TSA 

refers to solutions by mimicking the relationship between trees and 

their seeds in nature [32]. Assuming that the surface of these trees 

is a search area for the optimization problem, the location of trees 

and their seeds can be considered possible solutions [33]. First, 

trees are created using Equation (1). 

𝑇𝑖,𝑗 =  𝐿𝑜𝑤𝑗 + 𝑟𝑖,𝑗(𝐻𝑖𝑔ℎ𝑗 − 𝐿𝑜𝑤𝑗)                                             (1) 

where Ti,j is the jth dimension of the ith tree, ith is a uniformly 

random number in the range of [0,1], Lowj is the lower bound of 

the jth dimension, Highj is the higher bound of the jth dimension. 

Two search equations were designed for this process. The 

important point here is that the equation is chosen to generate a 

new seed location controlled by a parameter of the method called 

the search propensity Search Tendency (ST) in the range of [0, 1]. 

All iteration’s seeds are created by using Equation (2) or (3). 

𝑆𝑖,𝑗 =  𝑇𝑗 +  𝛼𝑖,𝑗(𝐵𝑒𝑠𝑡𝑗 − 𝑇𝑟,𝑗)                                                      (2) 

𝑆𝑖,𝑗 =  𝑇𝑖,𝑗 + 𝛼𝑖,𝑗(𝑇𝑖,𝑗 − 𝑇𝑟,𝑗)                                                      (3) 

Equation (2) determines the location of the tree from which the 

seed will be produced and the best location of the tree population 

for the relevant tree. This search equation also improves the local 

search or concentration capability of the proposed algorithm. The 

third update rule, or Equation (3), uses two different tree locations 

to generate a new seed for the tree. The flow chart of the TSA is 

shown in Figure 3 [34]. 

 

Figure 3. Diagram of TSA 

2.3.3. CSA Feature Selection 

The Crow Search algorithm (CSA) is a meta-intuitive algorithm 

developed by Askarzadeh in 2016 [35]. The main idea underlying 

this algorithm emerged from crow behavior of hiding food. Crows 

have been deemed one of the smartest bird species as their brains 

are larger when compared to other birds. They have sophisticated 

facial recognition skills and warning systems that the use when 

encountering hostile situations. In addition, crows hide their food 

in safe places, sometimes for several months, and can always 

relocate their caches. Crows are considered thieves as they steal 

food from other birds. Thus, they benefit from predicting thief 

behaviours. They change locations when a theft is reported, 

allowing them to avoid future dangers. 

The four main principles of CSA are defined as follows: 

Crows live in flocks. Crows can remember where they hide their 

food caches. Crows watch out one another when they steal 

food.Crows are very wary of theft, possibly to preserve their 

caches. Algorithm provides the pseudo code of CSA. 
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1. Set the initial values of M, AP, f1 and tMax 

2. Initialize the crow position y randomly 

3. Evaluate the fitness function of each crow Fn(y) 

4. Initialize the memory of search crow N 

5. Set t=1. { Counter Initialization) 

6.             repeat 

7.                  for(j=1 : j?M) do 

8.                 Randomly choose one of crows to follow z 

9.                      If Rz ? APz,t then 

10.                          yj,t+1= yj,t + Rj * f1j,t * ( Nz,t - yj,t ) 

11.                      else 

12.                          yj,t+1 = A random position of the sead 

13.                      end if 

14.                  end for 

15.                  Check the feasibility of yj,t+1 

16.                  Evaluate the new position of crow Fn(yj,t+1) 

17.                  Update thee crow’s memory Nj,t+1  

18.                  Set t=t+1 { Iteration counter increasing } 

19.             Until (t < tMax ) { Termination criteria satisfied } 

20. Produce the best solution N 
 

2.3.4. SMA Feature Selection 

A new meta-heuristic algorithm known as the Slime Mould 

Algorithm (SMA) has been proposed to solve continuous 

optimization problems [36]. SMA simulates the nature of slime 

mould using an oscillation mode to obtain the most convenient way 

to gather food with significant exploratory ability and tendency to 

concentrate [37]. The SMA model is divided into three stages: 

approach, wrapping, and food grabbing [38]. Algorithm provides 

the algorithm of the SMA model [39]. 

1. Input: N the number of solutions and total number of iterations  

      (tmax) 

2. Construct a random population (x) 

3. T=1 

4. while t<=tmax do 

5.         for each Xi compute the fitness values (Fi) 

6.         Update the value of the best solution Xb 

7.         for i= 1 : N do 

8.               Update vp, vc and p using Eq. (3) 

9.         t=t+1  

10. Return the best solution Xb 
 

2.3.5. ABC Feature Selection 

Mimicking the foraging behaviour of a honey bee colony, the 

Artificial Bee Colony algorithm (ABC) was proposed by Karaboga 

in 2005 [40]. Bee food sources represent the optimization 

problems, and the amount of available nectar represents possible 

solutions and corresponding relevance values. ABC can be 

explained as follows for the optimization problem: Worker bees 

take advantage of previously discovered food sources and share 

information about the quality and location of the food sources with 

other bees by means of a waggle dance. The other bees in the hive 

decide upon the food source based on the information obtained 

from the worker bees. Scout bees are responsible for searching out 

new food sources based on an inner rule or a possible outer 

presumption [41-43]. Algoritm provides the pseudo code of the 

ABC algorithm [44]. 

1. Initialize population 

2. Repeat  

3.      Send the employed bees onto the food sources and evaluate  

           their fitness (nectar amounts) 

4.     for each employed bees do 

5.        produce a new solution and determine its fitness 

6.          apply greedy selection between new solution and current  

               solution 

7.     end 

8.      evaluate the probability values of the food sources 

9.      for each onlooker bees do 

10.       select a food source depending on their fitness 

11.       produce a new solutions and calculate its fitness 

12.       apply greedy selection between new solution and current  

            solution 

13.  end  

14.   abandon a position if the food source is exhausted by the bees 

15. send the scout bees to the solution space for discovering new  

      food sources randomly for the abandoned positions 

16.    memorize the best food source found so far 

17. until the stopping criteria are met; 

2.4. Machine Learning Classifiers 

In this section, features obtained from PSO, TSA, CSA, SMA, and 

ABC feature selection algorithms were classified by machine 

learning methods. Classification results were obtained by using 

classification algorithms and 10-fold cross validation methods. 

The SVM, DT, FFNN, RF, and kNN classification methods used 

are elaborated below. 

2.4.1. The Decision Tree Method 

The decision tree method (DT) has a simple, coherent structure, 

making it an appropriate method for the classification and 

prediction of problems. In decision trees, each node demonstrates 

a feature, each link (branch) represents a decision (rule), and each 

leaf shows a relevant result (categorical or continuing value) [45]. 

It is possible to syllogize by using decision tree data as they 

simulate human-level thinking. The main point is to create one tree 

for all data and demonstrate a single result on each leaf [46]. The 

decision tree method is a non-parametric supervised learning 

method used for classification and regression. DT is widely used 

in classification models due to its inexpensive setup, ease of results 

interpretation, ease of integration with database systems, and good 

reliability [47]. It has the advantages of visual, intuitive use and 

easy understanding [48]. 

2.4.2. The Random Forest Method 

The random forest method (RF) is a set of decision trees and this 

classifier has become a popular option in machine learning 

processes. A random forest is created by using a large number of 

independent decision trees created by randomly selected variables. 

The algorithm itself creates the independent trees used. After the 

creation of the trees, they vote to find the most popular class [49]. 

The algorithm ensures the difference of all the trees in the forest. 

The randomness process is applied in two stages [50]. The first 

stage is to use different boot sample data to create each tree, and 

the second is to pick a random subset of estimators and interpret 

each tree node by dividing them into the best subset rather than 

overall interpretation [51]. There are two important reasons to 

apply the bootstrap stage: to increase the success of the 

classification accuracy using random features and to reduce 

generalization error [49]. The power of individual tree classifiers 

has importance in the classification process. At certain times, this 

algorithm works better than others such as support vector 

machines, neural networks, and discriminant analysis [52]. 

Random forests can also operate with other classifiers, even though 

they have been formed by decision trees. The optimum number of 

trees was defined as 50 in this study in order to obtain efficient 

results. 

2.4.3. The Support Vector Machine Method 

The Support Vector Machine method (SVM) is a classic machine 

learning technique that can assist solving large-scale data 
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classification problems. It is especially useful in aiding multi-

domain applications in a big data medium. The main idea of the 

SVM technique is to predict a model which requires the best 

hyperplane to separate the data. SVM has a solid theoretical basis 

and provides more accurate results when compared to other 

algorithms in many applications. As shown in Figure 4, SVMs use 

a maximal margin splitter [53]. This splitter represents the most 

remote control possible up to the sampling point. SVMs can also 

classify non-linear data by transferring data to a higher level via a 

method called kernel number [48]. 

 

Figure 4. Model of SVM 

2.4.4. The K-Nearest Neighbors Method 

The K-Nearest Neighbors (kNN) method is a simple but effective 

method for classification [54]. This algorithm performs the 

classification process in accordance with the k value given as per 

the class of the nearest neighbor. In the kNN algorithm, vector 

classification is made using known vectors of the relevant class. 

The sample to be tested is processed separately with each sample 

in the training set. In order to determine the class of the sample to 

be tested, the nearest k sample is chosen in the training set. The 

sample to be tested belongs to this group, taking into consideration 

that which class has the most samples in the set of selected samples 

[48]. The kNN algorithm uses distance functions for the 

classification. In the present study, Euclid function was used, the 

distance significance for the Nearest Neighbor was equal, and the 

neighbor number was 5. 

2.4.5. Feed Forward Neural Networks 

ANNs have long been used for solving various complex 

engineering problems. ANN, is able to learn by using sample data. 

For this reason, it is a very useful model for revealing any 

correlation simulation that is difficult to describe mathematically 

or through physical models [55]. In most cases, neural networks 

can be used to make valid predictions. Feed forward neural 

networks, in particular, are used in classification problems 

encountered frequently in this regard [56]. In a FFNN, information 

is communicated from the inputs of the network to the outputs 

without feedback between the output layer and the input layer. 

Typically, neurons in each layer of the network receive their inputs 

only from the output signals of the previous layer [57]. 

2.5. K-Fold Cross Validation 

Cross Validation (CV) is generally used in order to predict the 

generalization capability of a learning model [58] and is widely 

used in the evaluation of the performance of classification 

algorithms.  Initially, a dataset is divided randomly into k-fold 

discrete pieces having approximately the same number of samples. 

Then, each layer tests the model induced by the other k-1 layers 

[59]. Cross validation is achieved by excluding one of them. At 

this point, one sample is kept as a verification/test sample at a time, 

and all remaining samples are used in training. Figure 5 provides 

the diagram of the K-Fold Cross Validation method. 

2.6. Performance Evaluation 

A confusion matrix was used in order to calculate the performance 

of the classification results obtained from the classification 

problems. Within the matrix there are four values:  true positive 

(TP), true negative (TN), false positive (FP), and false negative 

(FN). Table1 demonstrates, using these four values, how many 

samples were correctly or incorrectly predicted for the binary 

classification. 

Table 1. Binary Classification Confusion Matrix 

  Predicted Condition 

 Total Diabetes Non-Diabetes 

A
c
tu

a
l 

C
o

n
d

it
io

n
 

Diabetes TP FN 

Non-Diabetes FP TN 

 

 

Figure 5. Diagram of K-Fold Cross-Validation 
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 Results and Discussion 

The optimum feature subsets were determined by using the 

encapsulating feature selection PSO, TSA, CSA, SMA and ABC 

algorithms in the present data set in order to evaluate the 

performance of the presented approach. Each algorithm specified 

in the study was run on the data set. The selected features are 

presented in Table 2. 

Table 2. Features selected by each of the feature selection algorithms 

Method Selected Features No 
Number of 

Features 

PSO 2, 3, 4, 5, 8, 9, 11, 12, 14, 16 10 

TSA 2, 3, 8, 9, 10, 12, 13, 14, 15 9 

CSA 
2, 3, 4, 5, 6, 8, 9, 10, 11, 12, 13, 14, 
16 

13 

SMA 2, 3, 4, 9, 15, 16 6 

ABC 2, 3, 4, 7, 8, 10, 12, 15 8 

 

The optimum features determined herein were classified using 

SVM, DT, FFNN, RF, and kNN machine learning methods and 

their performances were calculated thereof. The performance of 

the classifiers was measured with certain performance 

measurement techniques such as accuracy, precision, and recall 

data [60, 61]. Table 3 provides the results of the classification 

performance obtained from the k-fold cross-validation, where 

K=10.   

Table 2 indicates that, of the wrapper-based feature selection 

methods, 10 were determined by the PSO method, 9 were 

determined by the TSA method, 13 were determined by the CSA 

method, 6 were determined by the SMA method, and 8 were 

determined by the ABC method. These respectively determined 

features were classified with the mentioned classification methods. 

In conclusion, methods displayed the best classification 

performances with success rates of PSO + SVM = 97.5, TSA + 

SVM = 96.15, CSA + FFNN = 99.04, SMA + FFNN = 94.23, and 

ABC + SVM = 96.73 respectively. Obtained accuracy values were 

compared with other studies in the literature and demonstrated in 

Table 4. 

 

Table 3. Methods, Accuracy, Precision, Recall Values 

Classifier Name Class (0/1) n (truth) N (classified) Accuracy Precision Recall 

PSO Feature Selection 

DT 
0 192 8 

0.9558 
0.96 0.9275 

1 15 305 0.9531 0.9744 

RF 
0 192 8 

0.9577 
0.96 0.932 

1 14 306 0.9563 0.9745 

SVM 
0 193 7 

0.975 
0.965 0.9699 

1 6 314 0.9813 0.9782 

kNN 
0 183 17 

0.9519 
0.915 0.9581 

1 8 312 0.975 0.9483 

FFNN 
0 190 7 

0.9673 
0.9645 0.95 

1 10 313 0.969 0.9781 

TSA Feature Selection 

DT 
0 190 10 

0.9346 
0.95 0.8879 

1 24 296 0.925 0.9673 

RF 
0 191 9 

0.95 
0.955 0.9183 

1 17 303 0.9469 0.9712 

SVM 
0 190 10 

0.9558 
0.95 0.936 

1 13 307 0.9594 0.9685 

kNN 
0 190 10 

0.9577 
0.95 0.9406 

1 12 308 0.9625 0.9686 

FFNN 
0 191 11 

0.9615 
0.9455 0.955 

1 9 309 0.9717 0.9656 

CSA Feature Selection 

DT 
0 187 13 

0.9385 
0.935 0.9078 

1 19 301 0.9406 0.9586 

RF 
0 192 8 

0.9654 
0.96 0.9505 

1 10 310 0.9688 0.9748 

SVM 
0 191 9 

0.9808 
0.955 0.9948 

1 1 319 0.9969 0.9726 

kNN 
0 193 7 

0.9596 
0.965 0.9324 

1 14 306 0.9563 0.9776 

FFNN 
0 197 2 

0.9904 
0.99 0.985 

1 3 318 0.9907 0.9938 
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Classifier Name Class (0/1) n (truth) N (classified) Accuracy Precision Recall 

SMA Feature Selection 

DT 
0 189 11 

0.9308 
0.945 0.8832 

1 25 295 0.9219 0.9641 

RF 
0 187 13 

0.9308 
0.935 0.8905 

1 23 297 0.9281 0.9581 

SVM 
0 190 10 

0.9385 
0.95 0.8962 

1 22 298 0.9313 0.9675 

kNN 
0 72 128 

0.7192 
0.36 0.8 

1 18 302 0.9438 0.7023 

FFNN 
0 192 22 

0.9423 
0.8972 0.96 

1 8 298 0.9739 0.9313 

ABC Feature Selection 

DT 
0 184 16 

0.9385 
0.92 0.92 

1 16 304 0.95 0.95 

RF 
0 193 7 

0.9635 
0.965 0.9415 

1 12 308 0.9625 0.9778 

SVM 
0 191 9 

0.9673 
0.955 0.9598 

1 8 312 0.975 0.972 

kNN 
0 190 10 

0.9635 
0.95 0.9548 

1 9 311 0.9719 0.9689 

FFNN 
0 190 10 

0.9365 
0.95 0.95 

1 10 310 0.9688 0.9688 

Table 4. k-Fold Cross Validation Comparisons of Methods 

Study Method Accuracy 

(Das, et al. 

2020) 

Chi-square test (FS)+ 

DT 

kNN 

LR 

… 

… 

Max result 

RFE-RF+ SVM 

 

90.3 

91.3 

85.57 

 

 

 

98.08 

(Emon, et al. 

2021) 

LR 

DT 

Gaussian Process (GP) 

… 

… 

Max Result 

RF 

92 

93 

88 

 

 

 

98 

(Taser, 2021) NBTree+AdaBoost 98.65 

Recommended 

Approach 
CSA (FS) + FFNN 99.04 

 Conclusion 

Early diagnosis of diabetes mellitus is one of the most prominent 

topics in the literature today. Patient and non-patient data in public 

database clusters obtained from 520 samples collected via direct 

questionnaires from Sylhet Diabetes Hospital in Sylhet, 

Bangladesh was used in the present study [23]. Five feature 

selection algorithms were applied to this dataset within the scope 

of the present study. The features obtained from feature selection 

were classified using 5 classification methods from machine 

learning methods. An accuracy rate of 99.04% was achieved by 

means of the FFNN classification method using the features 

obtained from the CSA feature selection method, and Table 3 

demonstrates the best classification accuracy result that can be 

determined with optimum properties obtained from feature 

selection algorithms.   
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