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Abstract: Analysis of Brain Tumor plays predominant role in detecting the tumor cells of the brain. At its most advanced stages, a brain 

tumor can be extremely fatal. It can quickly travel to other sections of the brain and harm healthy brain cells due to its uncontrollable 

reproduction. As a result, early detection is critical in the treatment of patients with the goal of increasing their life expectancy. However, 

because tumors have complicated characteristics in terms of appearance and limits, detecting them is a difficult and demanding task. For 

the diagnosis of brain cancers, magnetic resonance imaging (MRI) is widely employed, which necessitates segmenting large volumes of 

3D MRI images, which is difficult to do manually. A modified version of VGG16 CNN and a sequential model were proposed for the 

automatic segmentation and detection of a brain tumor utilizing MRI images in this system. The suggested CNN model is compared to 

AlexNet, ResNet-50, VGG-16, and GoogleNet, which are all popular functional CNN models. Using 1030 brain MRI scans, it is able to 

achieve an overall accuracy of 98 percent and a cross entropy of 0.097. Using the Adam optimization approach, all of the key hyper 

parameters of CNN models are automatically designated. The proposed CNN models can be used to help physicians and radiologists 

validate their initial brain tumour screening with high accuracy and efficiency. 
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1. Introduction 

Tumor is a fibrous web of undesired tissue growth that 

proliferates uncontrollably inside our brain. Malignant 

tumor cells are aberrant cells that multiply uncontrollably 

and irregularly. Normal tissues can be compressed, 

infiltrated, or destroyed by these tumors. Unlike benign 

tumors in other organs, benign tumors in the brain can 

sometimes be life threatening. Many fields, such as the 

diagnosis of various stages of tumors in hospitals and 

clinics, rely on brain tumor analysis. They're mostly 

employed for medical research and analysis. Because of 

the Deep Learning approach, the quantity of MRI brain 

pictures required for analysis has increased significantly. 

Traditional computer approaches may be able to detect the 

tumor, but they are not always reliable. It lacks sturdiness 

despite contemporary medical technological developments, 

histological evaluation of biopsy specimens is still used to 

diagnose, classify, and grade brain cancers. 

Clinical examination and interpretation of imaging 

modalities such as magnetic resonance imaging (MRI) or 

Computed Tomography (CT) are frequently followed by 

pathological testing to arrive at a definitive diagnosis. The 

most well-known drawbacks of this diagnostic procedure 

are that it is invasive, time-consuming, and prone to 

sampling errors. It is possible to improve physicians' and 

radiologists' diagnostic abilities and reduce the time 

required for a right diagnosis with the use of computer-

aided completely automated detection and diagnosis 

systems that aim to make fast and accurate judgments by 

specialists.  

The goal of this research is to create a reliable system that 

can accurately detect brain tumors. A total of 1,030 photos, 

including tumor and non-tumor images, were used in the 

experiment to locate brain tumors in various locations and 

under varied conditions. The Bilinear interpolation 

technique, which is used to resize the image in 

preprocessing, is used to remove undesired noise and 

distortions inside the image. To remove the undesirable 

noise in this photograph, Gaussian blur was used. The 

classifier we'll use is straightforward to set up, robust to 

noisy training data, and successful when dealing with big 

amounts of data. As a result, it is regarded as one of the 

most effective classifiers for identifying the various stages 

of a brain tumor. Rectified Linear Unit is the activation 

function that we will utilise (ReLU). Following the 

completion of the classification module, the next step is to 

undertake the segmentation procedure, which entails the 

use of various morphological techniques to segment the 

images.  
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The U-Net Architecture is used to segment the data. It does 

image segmentation and produces better results than other 

segmentation methods. It's particularly useful for 

segmentation jobs because it can locate effectively and 

generate high-resolution segmentation masks. The 

following is how the rest of the paper is structured: Section 

2 includes a summary of relevant studies as well as a full 

analysis of these investigations. The thorough analysis of 

the dataset used is described in Section 3. Section 4 delves 

into the proposed CNN models in further depth. Sect. 5 

contains the findings of the experiments. Section 6 

specifies conclusion and future enhancement of this paper.  

 

2. Related Work 

In this section, we've looked at a few studies that show 

how deep learning is linked to the Brain Tumor Analysis 

system. "Efficient MRI segmentation and detection of 

brain tumor using convolution neural network," proposed 

Alpana Jijja et al.[1] It created an automated system for 

brain tumor segmentation and detection. It employed the 

WCA optimization technique to cluster the photos in the 

most efficient way possible. "Efficient brain tumor 

segmentation multi scale two-pathway—group convolution 

neural network," proposed Muhammad Imran et al. [2]. It 

used two pathway group CNN to propose a fully automatic 

brain tumor segmentation technique. Hossam H.sultan, 

Nancy M. Salem, and Walid al-atabany [3] reported a 

CAD system for the classification of brain tumor MR 

images in "Multi categorization of brain tumor images 

using deep neural network." Sanjay M.Shelke et al. [4] 

suggested "Automatic segmentation and detection of brain 

tumor using MRI," which can be utilized to make an early 

diagnosis and monitor the tumor. 

Liya Zhao et al. [5] presented "Multiscale CNN's for brain 

tumor segmentation and diagnosis," but it can only 

accommodate fixed-size input pictures and is hence not 

optimum. Mzoughi et al.[6] proposed a deep multi-scale 

3D CNN model for grading brain tumors based on 

volumetric 3D MRI images. The proposed method 

correctly classified low-grade glioma and high-grade 

glioma brain tumor images with 96.49 percent accuracy. C 

inar et al. [7] employed a modified version of the pre-

trained ResNet-50 CNN model for brain tumor 

identification, replacing the last 5 layers with 8 new layers. 

With this improved CNN model, they were able to obtain 

97.2 percent accuracy utilizing MRI scans. Mohsen et al. 

(2018) [8] classified brain MRI images into four 

categories: normal brain, glioblastoma, sarcoma, and 

metastatic bronchogenic carcinoma tumors using a deep 

neural network (DNN) classifier paired with discrete 

wavelet transform (DWT) and principal component 

analysis (PCA). The accuracy percentage was discovered 

to be 96.97%. Kabir Anaraki et al. [9] proposed using MRI 

scans to classify different types of glioma using a CNN 

and genetic algorithm (GA)-based technique. They 

classified three glioma grades with 90.9 percent accuracy 

and glioma, meningioma, and pituitary tumor types with 

94.2 percent accuracy. 

3. Datasets 

There aren't a lot of brain picture datasets accessible. As a 

result, the datasets are manually collected at various 

locations, such as clinics and other medical institutes. 

Images of the brain with tumors are collected and saved as 

part of the dataset. We have approximately 1,030 photos of 

brains in various viewpoints, some of which have tumors 

and others do not. When data is acquired, varied lighting, 

circumstances, and images of the brain are observed and 

collected, such as images of the brain at light and dark 

intensities.  Some of the pictures are obtained through 

NBIA Archieve, while others are obtained directly from 

medical institutions. The images are separated into two 

categories: tumor and non-tumor brain images. Training 

and testing sets are created for further processing based on 

the segregation. Because we're employing deep learning 

techniques, the dataset required for processing is quite 

large. As a result, big datasets are required to implement 

deep learning techniques. 

Fig 1: Sample Brain Image 

 

4. Convolution Neural Network 

The objective of this paper is to construct fully automatic 

CNN modified sequential and VGG models for brain 

tumour multi-classification utilising MRI images. For 

easier processing, the images will be transformed to grey 

scale. The image's contrast will then be saturated using 

Morphological processing techniques. In pre-processing, 

bilinear interpolation is the interpolation technique used to 

resize the image. After that, the image is smoothed with a 

Gaussian blur.  

To smooth the image, another morphological filter will be 

used to remove tiny noise. Grid search optimization 

automatically tunes important hyper-parameters of CNN 

models. The first of these CNN models is used to detect 

brain tumours, and so determines whether or not a given 

MRI image of a patient contains a tumour. The adam 

optimization approach and binary cross entropy loss 
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function are used to construct the model. By giving the 

training and validation photos, the model is created and 

trained. The model is then tested using the test image set 

after it has been trained. The same dataset is then fed into 

the CNN algorithm. Rectified Linear Unit was the 

activation function we used (ReLU). 

4.1 Algorithm Proposed 

classifier = functional1() 

 

classifier.add(Conv2D(32, (3, 3), input_shape=(224, 224, 3

), 

               activation='relu')) 

 

classifier.add(MaxPooling2D(pool_size=(2, 2))) 

 

classifier.add(Conv2D(32, (3, 3), activation='relu')) 

classifier.add(MaxPooling2D(pool_size=(2, 2))) 

classifier.add(Flatten()) 

classifier.add(Dense(units=128, activation='relu')) 

classifier.add(Dense(units=2, activation='sigmoid')) 

 

The U- Net Architecture is used to segment the data. It 

does image segmentation and produces better results than 

other segmentation methods. It excels in segmentation 

tasks due to its ability to locate well and produce high-

resolution segmentation masks. Because the training data 

is expressed in terms of the number of patches within a 

picture, which is far bigger than the number of coaching 

photos, it performs well with tiny datasets and is somewhat 

resistant to over fitting. 

As illustrated in Fig. 2, the proposed CNN model for 

Classification consists of 13 weighted layers (1 input, 2 

convolutions, 2 ReLU, 1 normalisation, 2 max pooling, 2 

fully connected, 1 dropout, 1 softmax, and 1 classification 

layers) as shown below 

 

 
Fig 2: CNN Model 

 

Adam optimization automatically tunes important hyper-

parameters of CNN models. The first of these CNN models 

is used to detect brain tumors; as a result, it determines 

whether or not a patient's MRI image has a tumour. 

In this paper, the accuracy and reliability of the 

classification process are measured using these measures, 

which are widely acknowledged as standard performance 

evaluation metrics in image classification investigations. 

Furthermore, the area of the receiver operation 

characteristic curve (ROC), also known as the AUC of 

ROC curve, is used to assess the models' performance.  

Eq. 1 shows the corresponding formulas for each of these 

measures. True positive, true negative, false positive, and 

false negative are the letters TP, TN, FP, and FN, 

respectively.

 

Table 1: Performance Evaluation 

 
Fig 3: ROC Curve- Proposed Model 

 

5. Experiment and Result 

 

We have developed the CNN model in keras with 

tensorflow  as backend. It has been trained with medical 

tumor dataset with 1,030 images. Here the training and 

validation accuracy will be considered. Because there are 

1,030 options to be checked with the fivefold cross-

validation technique, the grid search algorithm meant to 

optimize the architectural hyper-parameters of the CNN 

model is conducted a total of 11,200 times. Similarly, to 

achieve the best accuracy, four parameters must be tuned. 
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Fig  4: Training and Validation Accuracy with Loss 

 

For the Classification 1 task, the suggested model's 

performance is assessed using a fivefold cross-validation 

approach. 

 

 
Fig  5: CNN Model Accuracy 

 

The dataset is separated into five sets, with four sets used 

for training and the fifth set used for testing. Five times the 

experiments are carried out. The task's classification 

performance is evaluated for each fold, and the model's 

average classification performance is determined. Without 

testing the trained and hyper-parameter-tuned CNN on 

predicting unknown samples, high accuracies from the 

training and validation phases are meaningless. The model 

accuracy for modified sequential and VGG model is given 

above  

6. Future Work and Conclusion 

The proposed CNN models' performs well with those of 

existing popular state-of-the-art CNN models. The same 

tests are carried out with the same dataset using well-

known pre-trained CNN models such as AlexNet, 

Inceptionv3, ResNet-50, VGG-16, and GoogleNet. The 

accuracy and AUC acquired throughout the experiments 

are compared between the proposed CNN models and 

some popular networks. An automated brain tumor 

analysis system that will be beneficial in a variety of 

settings. A key feature of our system is that we have used 

the CNN model, which is used not only for detection but 

also for segmentation. The neural network is the most 

efficient part. In a Deep Neural Network, the UNet 

performs an important part in our system. The proposed 

strategy is a beneficial diagnosing technique for physicians 

to detect brain cancers, according to research and analysis. 

It would be interesting to include more feature details in 

future development. Following the same line of research 

provided here, it will be intriguing to continue constructing 

more adaptive models for various forms of brain tumours. 

The detection of tiny malignant brain tumours is another 

prospective field of research. 
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