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Abstract: When abnormal cells form in the brain, it is called a brain tumour. The unique blocking and proliferation of abnormal tissues in 

the brain can be found using magnetic resonance imaging (MRI) imaging of the brain. Due to advancements in medical imaging technology 

for auto detecting equipment, it is no longer necessary for a doctor to look at MRI scans to determine whether a patient has a tumour. As a 

result, it has proven handy for patients who do not wish to see a doctor immediately. Our study describes a method for segmenting abnormal 

brain tissues and determining whether the patient has a tumour. This approach detects a unique area of the brain and forecasts the likelihood 

of a tumour developing there. Mask regional-based convolutional neural network (Mask R-CNN) is a pre-trained deep neural network 

model that is used to distinguish objects from an image such as cars, animals, trees, and other objects. In comparison to many other similar 

methods based on MLP, VGG-16 model, and U-net model, we discovered that Mask R-CNN method performs the best. The clarity of the 

MRI scans has a big impact on the accuracy. The proposed system was able to outperform similar systems on the same dataset, achieving 

74 percent Intersection over Union (IoU) score on the reference dataset, Brain MRI Images for Brain Tumour Detection. 
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1. Introduction 

According to [1], there are two types of brain tumours: 

malignant (cancerous) and benign (non-cancerous) (non-

cancerous). Symptoms include migraines, convulsions, low 

vision, vomiting, and so on. According to the World Health 

Organization (WHO) [2] brain tumour categorization is 

mostly based on histogenesis notions, which state that 

tissues are commonly classified based on their little 

resemblance to cells of various origins and their levels of 

differentiation. The light-reflecting properties of 

hematoxylin and eosin-colored phases, as well as the 

immune-histochemical expression of lineage proteins 

linked with structure creation, were all important in the 

formation of such histological commonalities. It uses 

Medical Imaging [3] techniques and data gathered from 

several biological engineering technologies to get the 

diagnosis. Imaging procedures include MRI scans, CT 

scans, and X-rays, among others. 

Proper medical image processing is essential to determine 

whether someone has a brain tumour. The best technique to 

get a proper brain scan is with an MRI. A large magnet and 

radio waves are used in magnetic resonance imaging (MRI) 

[4] to examine at structures and organs within a living body. 

Healthcare experts utilize MRI images to identify a wide 

range of ailments, from tissue to injured muscles. In spinal 

cord and brain testing, MRIs are quite useful. As a result, a 

good MRI scan is essential for brain tumour classification. 

It is necessary to detect and study brain tumours utilizing a 

machine learning-based approach for awareness and 

analysis. 

The following are some of the identified obstacles and limits 

[5] of deep machine learning-based techniques. 

• Noise reduction is a difficult task [6-8]. 

• Accurate segmentation is a challenging task [9]. 

• Tentacles and dispersed structures are found in 

brain tumours [10-12]. 

• For improved classification, selecting and 

extracting suitable features and enough 

training/testing samples is also critical [13]. 

 The process of identifying a brain tumour entail detecting 

a brain and looking for strange things on it, such as aberrant 

tissue growth. It is frequently utilized in the realm of 

medicine. This work uses Mask R-CNN to provide a 

novel deep learning-based solution to serve the above 

objective. An MR imaging of the brain is used to detect 

tumour tissue in the case of brain tumour detection. The task 

is to determine whether or not there is a tumour in an MRI 

image of the brain. If there is one, the shape and size of the 

tumour tissue must be identified as well. To classify the 

brain tumour and determine the findings, we employed a 

Convolutional Neural Network model whose fundamental 
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structure is depicted in Fig. 1, specifically a Mask R-CNN 

[14] model. From images of MRI scans of the brain, the 

Mask R-CNN model can determine if a tissue is a tumour or 

not. 

This is an excellent piece of work with the potential to 

influence current research in this field. Some of our specific 

contributions to this project are listed below. 

• The Mask R-CNN technology was applied for the 

first time to detect brain tumours. 

• Annotated and modified "Brain MRI Images for 

Brain Tumor Detection" to create a new dataset. 

• The model can detect partially occluded brain 

tumours and pinpoint the exact location of the 

tumour item, as well as provide a visual depiction 

of the mask position in relation to the tumour. 

The remainder of the paper is written as follows. We discuss 

several related papers on brain tumour detection using 

various approaches in Section 2 with critical analysis. We 

presented the dataset we used for this project, as well as 

several DL-based tools for implementation. The proposed 

Mask R-CNN based methodology is demonstrated in 

Section 4 with detailed descriptions of each component. We 

examine our system's performance in Section 5 with results 

and a comparative analysis, and then we conclude in Section 

6. 

Fig. 1. Structure of a Mask R-CNN model [5, 42] 

 

2. Related Work 

In this section, we'll go over some of the related works that 

have similar goals. In the instance disjunction of the model, 

the mask R-CNN has become the new contemporary. 

Machine learning uses Mask R-CNN technology to extract 

objects from images or videos. It is a more accurate 

variation of Faster R-CNN [15], in which Faster R-CNN 

provides bounding box-based segmentation whereas Mask 

R-CNN performs pixel level segmentation, resulting in 

more accurate and efficient segmentation. We begin by 

providing a masked input image, with the masked object to 

be detected as a separate entity. 

 Fast R-CNN: Let's start with a quick overview of the 

Faster R-CNN identifier [16]. There are two sections to Fast 

R-CNN. The Regional Proposal Network (RPN) is the 

initial part, and it proposes a set of element binding boxes. 

The platform, which is essentially Fast R-CNN [17], 

dispatches feature that employ RoIPool in each child box 

and executes binding box separation and reversal. Prompt 

acquisition could be used to distribute features that employ 

both parts of it. The youngsters are then directed to [18] for 

up to date, completed comparisons of various methods and 

Faster R-CNN. 

 Mask R-CNN: Mask R-CNN uses two similar types of 

processes, with the initial phase differing slightly (RPN). 

Mask R-CNN and gives every binary mask RoI in the 

second component, which is identical to box prediction 

offset and object. It will then be compared to more recent 

systems, and the mask prediction will be used to determine 

the distinguishing properties (e.g. [19, 20, 21]). This 

approach follows the Fast R-CNN [22] morals, which does 

binding box division as well as reverse lateral division (this 

is easy to do in several steps in actual R-CNN workflow 

[23]). 

 Then it goes through two steps of processing. First, it 

suggests where an object might be based on the supplied 

image. Then, based on the first phase of the proposal, it 

forecasts the class of that object, refines the enclosing 

object, and creates a mask at the pixel level of the object 

recognized as a different business. 

 Based on Feature Pyramid Networks [24] of Object 

Detection, these two categories or layers are related to the 

core. A bottom-up line, a top-down method, and a lateral 

link are all included. Convolutional neural networks are 

used in the sub-top route [25]. This bottom-up approach 

retrieves characteristics from raw photos directly. The top-

to-bottom pathway is made up of feature pyramids, whereas 

the lateral linkages are made up of convolution and addition 

operations between two related paths. Feature Pyramid 

Networks, on the other hand, outperform ConvNets because 

they keep significant semantic features at different 

resolution scales. 

 Previous research studies [26] reveal that Convolutional 

Neural Networks [27] can detect brain tumours and that they 

can be quite accurate. However, it can only detect whether 

there is a tumour or not; it cannot predict the location or 

coordinates where the tumour is present. However, we may 

find the tumour in a bounded box using the Faster RCNN 

[28] approach, and it will also supply the coordinates of 

those bounding boxes to be drawn in the final image. 

However, in this study, we will discuss how Mask R-CNN 

detects the tumour pixel by pixel, which will aid medical 

specialists in determining the tumor's intensity. Because 

different shapes of tumours indicate different types of 

cancers [29], this method can be used to anticipate the exact 

location of the resident tumour and to draw or highlight the 

area. Mask R-CNN will return the object mask in addition 

to the class label and the enclosing box object on each item 

using the image provided. As a result, Mask R-CNN is the 

most accurate method for detecting malignancies in the 
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brain, because each pixel in a brain MRI picture matters 

when detecting a tumour. As a result, this problem can be 

solved using Mask R-CNN. In the following sections, we'll 

go through the dataset we used and the software we needed 

to carry out our study approach and goals. 

 

3. Dataset and Packages 

For this procedure, only one dataset has been used. The 

dataset [30] has 253 images, with 155 MRI images 

containing brain cancers (sample shown in Fig. 2) and the 

remaining 98 photos (sample shown in Fig. 3) containing 

MRI images without brain tumours. These are the MRI 

pictures that have been processed to determine if there are 

any cancers present. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Images with Tumors [30] 

 

The irregular white segments observed in Fig. 2 suggest the 

presence of a tumour in the brain. Our objective now is to 

use Mask R-CNN to study the irregular white section and 

identify whether it has a tumour or not. 

 
Fig. 3. Images without Tumors [30] 

 

TensorFlow [31] is an open-source deep learning 

framework that can be used for fault detection, speech 

recognition, computer vision, sentiment analysis, 

geographic information extraction, text summarization, 

computational drug development, and information retrieval, 

among other things. This was utilized to apply the proposed 

Mask-RCNN model in a variety of our tasks, with a focus 

on deep neural network training and inference [32]. Keras is 

an open-source library that operates on top of TesnsorFlow 

and is used for deep artificial neural networks. It takes full 

advantage of Tensor-Flow cross-thickness platforms and 

strength. Layers and models are the foundational data 

structures in Keras [33]. Keras is used inside the Mask-

RCNN model as a TensorFlow library interface in the 

proposed method. OpenCV is a real-time computer vision 

library that contains a variety of capabilities such as 2D and 

3D feature extraction toolkits, facial recognition systems, 

gesture recognition systems, and much more [34]. The 

suggested solution makes advantage of OpenCV's image 

processing features, which will be explored in more detail 

in the data processing section. 

 

 
Fig. 4. Working of Mask R-CNN [40, 41] 

 

4. Proposed Method 

This section delves into the specifics of our proposed 

approaches. The proposed system includes a mask classifier 

that was trained on our proprietary dataset of brain MRI 

images, as well as a masked coordinate of polygons that 

defines where the tumour is on the x-y axis. The Mask R-

CNN model is first configured using the config instance we 

established during training, and then we load the pre-trained 

weights for the Mask R-CNN from the COCO dataset [35], 

excluding the last few layers. COCO is a dataset that 

includes object detection, segmentation, and captioning on 

a huge scale. COCO has several characteristics. We don't 

need to train for a long period because we're not using a 

large dataset and started with COCO trained weights. It is 

also not necessary to train all the layers; simply training the 

head layer accomplished our purpose [35]. Fig. 4 depicts the 

proposed architecture of a Mask R-CNN based system. The 

following sub-sections go through the specifics of each 

component and how it operates. 
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4.1 Data Pre-processing 

Data pre-processing is the process of preparing raw data for 

use in a machine learning model. To develop a machine 

learning model, this is a critical stage. Tables, photos, 

videos, graphs, and other formats of data are all acceptable. 

The quality of the data, as well as the information that can 

be obtained from the data, affects the ability of a machine 

learning model. As a result, preprocessing data before using 

it to train a machine learning model is critical. 

The steps of data preparation differ depending on the type 

of problem we're attempting to address using the data. 

Although some common methods of data pre-processing 

include collecting data, cleaning data, checking for NULL 

values, checking for categorical data, standardizing data, 

and splitting data into different sets for testing, training, and 

validation. We solved a classification challenge in this 

example. As a result, the processes to pre-process the 

photographs should be tailored to this type. The pre-

processing includes the stages listed below because this 

proposed method deals with MRI images as well as the 

tumour coordinates on the x-y plane. 

 

4.1.1. Conversion of Image Colour 

The conversion of the image's colour from RGB to grayscale 

is a crucial step. When it comes to picture classification for 

machine learning, grayscale photos are always easier to deal 

with than RGB images. RGB photos may contain additional 

information that is important for solving other issues. 

However, RGB information is not necessary for this 

problem because the Mask R-CNN model and the bulk of 

image classification methods assume images to be 

grayscale. As a result, transforming the photos to grayscale 

not only reduces code complexity, but it also improves the 

performance of the machine learning model by eliminating 

the need to calculate the extra RGB bytes. Although some 

MRI images appear to be grayscale, this is not the case for 

all MRI images. As a result, before proceeding to the next 

stage, the colours of the MRI pictures must be converted to 

grayscale. We utilized the OpenCV method 

"cv2.cvtColor(img, cv2.COLOR RGB2GRAY)" for this 

case. Fig. 5 shows an example. 

 
Fig. 5. An example of a colour to black and white 

conversion 

Only changing the image's colour isn't enough; some blur 

needs also be added to the MRI image to ensure that it has 

extremely little noise. To blur an image, Gaussian blur is 

utilized. We used the OpenCV method 

"cv2.GaussianBlur(gray, (5, 5), 0)" to solve this problem. 

Fig. 6 depicts one example. 

 
Fig. 6. An image that has been blurred as an example 

 

Thresholding is also essential for the pre-processing of 

MRI pictures, as it ensures that the tumours in the MRI 

images are brighter than the background. For this challenge, 

we utilized OpenCV's "cv2.threshold(gray, 45, 255, 

cv2.THRESH BINARY)" technique. Fig. 7 shows one 

example. 

 
Fig. 7. An image thresholding example 

 

4.1.2. Removing Noise 

On the threshold image, a succession of erosion and dilation 

must also be applied. Any minor noise patches are removed 

by erosion and dilatation. For this task, the OpenCV library 

functions cv2.erode() and cv2.dilate() are utilized with two 

rounds of each for erosion and dilation. 

 

4.1.3. Finding Contours 

Finding the contours of the brain's parameters and cropping 

the image based on the maximum values of the brain's 

contours are required for fine tuning the MRI images. 

Finding the contours of the brain's total parameter reduces 

the image's size while also assisting the machine learning 

model in obtaining a more accurate image for training. As a 

result, it is no longer required to analyze components that 

are outside the boundaries of the brain. An example can be 

shown in Fig. 8. 

 
Fig. 8. An image of a brain's contours 

4.1.4. Resizing the image 

One of the most critical processes in pre-processing is 

resizing images. The length of time it takes to train a 
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machine learning model is proportional to the size of the 

training image. The training step takes substantially longer 

to complete as the image size grows greater. This resizing 

may alter the quality of the results depending on the 

solution's requirements, but in this model, a larger image 

size merely increases the training time because we don't 

need to worry about how much more information and details 

we can pull out of a larger image. As a result, each image is 

reduced to 256 pixels by 256 pixels. 

The model must be trained with a given dataset and tested 

on a different dataset once the MRI pictures have been 

resized. Appropriate model and classification of prepared 

train tests aid in the production of reliable predictions. A 

total of 80% of the images in the dataset are trained, 10% 

are validated, and the remaining 10% are tested. As a result, 

we split photos into 8:1:1 ratio and saved them in their 

corresponding test, train, and validation folders. 

 

4.1.5. Masking 

To mask all the cleaned photos, LabelMe [36] is used. It 

creates a file with data, x-y coordinates of a polygon that 

represents the custom masked tumours, and other 

information. LabelMe is a computer program that allows us 

to label and categorize any image. It employs the Python-

based Image Polygonal Annotation technology. Using 

LabelMe, we manually masked the tumour area of the brain 

and saved the data for model training. Fig. 9 and 10 show 

how to label a tumour with LabelMe software and give it the 

name tumour. 

 
Fig. 9. Labeling the tumor 

 
Fig. 10. Naming the label as Tumor 

 

 
1 https://github.com/matterport/Mask RCNN.git 

 

As we can see we plot the tumor in the image, LabelMe 

saves it by coordinates as a polygon. Then it creates a JSON 

(JavaScript Object Notation) file where all the coordinates 

of the polygon which contains the tumor is saved which is 

used to train our model. Sample data is shown in Fig. 11. 

 
Fig. 11. Data of the coordinates of the polygon 

 

4.2. Training of Model 

4.2.1. Mask R-CNN and brain MRI dataset 

Mask RCNN is available online1. All the repositories in the 

model and dataset directories have been cloned at this point. 

Then we enter the data we retrieved with LabelMe, as well 

as the coordinates of the tumour polygons in the training and 

validation sets. This information was saved in the 

annotation’s directory. 

 

4.2.2. Configuring the brain tumour dataset's training 

settings 

We now set up the configurations, which include properties 

such as the number of Graphics processing unit(s) or GPUs 

to use, as well as the number of images per GPU (we only 

used one GPU), and the number of classes, which is set to 

two, one for the backdrop and the other for the tumour. 

We've set the number of training steps per epoch to 100, the 

learning rate to 0.001, and the confidence level for skip 

detection to be less than 85 percent. As a result, these are the 

model-training setups for the brain tumour dataset. 

 

4.2.3. Creating the custom data set 

We go through all the picture files in the datasets to add new 

annotations or labels, resulting in a dataset that includes 

each image's output label as a binary class tumour or not. 

From the annotation file, we now extract each of the 

bounding boxes. It holds the box's information, such as its 

height and breadth. The masks for each object in the image 

are then generated from the log data. Returns a single mask, 

as well as category ids and a 1D list of class ids for that 

specific instance of the mask. We've now created our own 

https://github.com/matterport/Mask%20RCNN.git
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dataset, and our model is ready to be trained. 

 

4.2.4. Initializing the Mask R-CNN model for training 

 We must utilize an instance of the Config that was created 

before to initialize the Mask R-CNN. The weights of the 

previously trained Mask R-CNN model are then 

downloaded from the COCO Dataset [27], except the final 

couple of layers. We're working with a tiny dataset here, and 

the model doesn't need to be trained for as long thanks to 

COCO trained instruments. The head layers of Mask-RCNN 

should also enough for this training data; no more than the 

head layer is required, therefore ResNet101's last few layers 

are omitted for this model's training. Now we load the 

dataset and train the model with 15 epochs at 0.001 learning 

rate. 

 

5. Result And Analysis 

5.1. System performance and evaluation 

The loss function can be used to validate the results of fine-

tuning the model. For optimization, the model employs the 

Binary-Cross entropy loss function. The log mask is 

adjusted for each erroneous prediction. Mask R-loss CNN's 

function includes classification, localization, and 

segmentation losses. Average Precision is a popular metric 

for evaluating acquisition items such Mask R-CNN and 

Faster R-CNN. To calculate the recall and precision for an 

object detector, another factor known as the Intersection 

over Union (IoU) score [37] and the ratio of overlap and 

union of the ground truth and predicted mask is taken into 

consideration. As a result, an IoU score larger than a preset 

threshold is required to identify a prediction as right or true 

positive, and an IoU score of 50% is regarded good. On the 

test dataset, this model's average IoU score is 0.74, which is 

close to 75 percent, indicating that it performs admirably. 

The model can detect partially blocked brain tumours and 

pinpointing the tumour object's location.  

 

5.2. Visualizing the results 

The function "display differences" in the Mask R-CNN 

implementation plots the Mask, Polygon result on the 

provided picture. The results of the Mask R-CNN model are 

then fed into the function, and a visual representation of the 

mask position, where the tumour is located, can be seen on 

top of the brain MRI image, as shown in Fig. 12 and Fig. 13, 

where Fig. 12 is fed into the Mask R-CNN model as input 

image and Fig. 13 is generated as result image. The Training 

and Validation loss curves can be seen in Fig. 14's Epoch 

vs. Loss graph, while the Training and Validation accuracy 

can be seen in Fig. 15's Epoch vs. Accuracy graph.  

 
Fig. 12. Input Image                                            

 
Fig. 13. Resultant Image 

 
                  Fig. 14. Epoch vs. Loss            

 
Fig. 15. Epoch vs. Accuracy           

Other similar techniques used deep neural networks to 

detect tumours [38] and image-based breast cancer 

diagnosis [39]. Other than [20], we haven't found any other 

system that has worked on a same dataset to compare 

accuracy and system performance with. However, in terms 

of the final IoU-based score, our system exceeded [20].       

                        

6. Conclusion and Future Work 

In this paper, we will briefly discuss brain tumours, their 
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classifications, characteristics, and how to detect them. We 

discovered that using MRI scanned images and then 

applying Mask R-CNN to detect the tumour in them is the 

best technique to predict brain malignancies. To implement 

our proposed solution, we used the Mask R-CNN model, as 

well as different deep learning algorithms and certain 

necessary pre-processing processes. The approach has a 74 

percent accuracy rate in predicting the tumour and its 

location from a brain MRI image. This method is highly 

reliant on the quality of the brain's MRI image; therefore, if 

the image is incorrect, blurred, blackened, overexposed to 

light, low brightness, or incomplete, this method will not 

produce accurate findings. Completing all these stages, as 

well as having a good machine that can conduct all these 

activities efficiently, takes a long time. Even if all those 

prerequisites are met, it will still take a long time. This 

method can only be used for report generation and 

automation. In comparison to other medical professions, this 

method demonstrates and opens a large chance for deep 

learning to have a significant impact on radiology and 

medical imaging. The proposed approach might be 

expanded to include a vast collection of MRI images of 

brains with and without tumours, potentially improving 

accuracy. The proposed systems can be tested with a higher 

number of epochs to train the model; however, one of the 

primary challenges with such research is the lack of system 

resources. Additional hyperparameter tunings and the 

application of the attention mechanism with certain fresh 

features may help the system perform better. 
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