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Abstract: Machine learning and deep learning techniques provide solution to various medical applications relevant to disease detection. 

Many a time’s these learning algorithms and their inferences are generated in untrusted environments like cloud. Medical practitioners 

would like to protect their data in such cases in untrusted environments but would like to generate an inference on their data. Our work 

provides a solution to generate privacy preserving inference over encrypted data in such untrusted environment like public cloud. HELib 

based fully homomorphic encryption approach is used to provide security to the trained model and the data of the owner. Our results shows 

the effectiveness of using the technique to generate inference on encrypted data without comprising the accuracy of the system. Our work 

demonstrates on benchmark datasets like MNIST for prototyping and heart disease detection that are used by many machine learning 

applications for benchmarking. 
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1. Introduction 

Neural network and deep learning methods are 

mathematical models that can be used to solve problems 

related to classification, regression, clustering, etc. Many 

of the medical diagnosis problems have been effectively 

solved using machine learning and deep learning 

approach. Medical practitioners would like to learn an 

inference on the diseases based on the available patient 

data with them. Federated learning, Secure multiparty 

learning is another area which has enabled the users to 

learn on encrypted data in untrusted environments like 

cloud. In such scenarios, a medical practitioner owning a 

data of a patient would like to generate the inference on 

the trained model in untrusted environments like cloud. In 

such situations, a medical practitioners would like to send 

an encrypted record of a patient on cloud and generate an 

encrypted result which he can decrypt at his end and learn 

the inference. The model on the cloud will also be in 

encrypted form. In this case, the service provider will also 

not learn anything about the model and also about the data 

of the medical practitioners on which inference is carried 

out. In order to achieve this security, use of techniques like 

homomorphic encryption, secure multiparty computation, 

and perturbation techniques can be done. 

 

2. Related Work 

Neural network is a mathematical model which provides 

us to implement machine learning technique which 

models higher level of abstraction for the data elements. 

Neural network learning makes use of a network that utilizes 

multiple processing layers. These processing layers involve 

multiple nonlinear transformations.  Neural network 

learning can be used to solve different types of problems like 

speech recognition, image recognition and face detection. 

Schlitter [1] has proposed the privacy preserving back 

propagation neural network scheme that provides learning 

between two or more parties. In this scheme the data is 

horizontally partitioned between the participating parties. 

This technique does not provide any mechanism that will 

help to protect the intermediate results during the learning 

process. Chen and Zhong [2] has proposed a method 

involving privacy preserving technique for back 

propagation neural network learning that solves two party 

problems. In this technique data is considered to be 

vertically partitioned. This technique provides solution for 

data security and it also provides security to the intermediate 

results obtained during the training process. This approach 

present lightweight distributed algorithm between two 

parties for privacy-preserving propagation neural network 

learning and is assumed to work on vertically partitioned 

data set. Piecewise linear approximation for the sigmoid 

function is being carried out in order to security compute the 

sigmoid function in this approach. This technique fails to 

address the issue of security to the model that is being 

trained. Nathan [3] has proposed a privacy preserving 

learning model in which the security issues of the data of 

participating parties is addressed. Theo Ryffel at al. [4] has 
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proposed generic Framework that helps to solve the 

problem of privacy preserving deep learning. This 

framework provides the secure processing of data and 

helps to represent the information in the form of tensors 

and chain of commands. This way of representing the 

data helps the user to implement complex privacy-

preserving like secure multiparty computation, federated 

learning and differential hiring with help of an API. 

Jiawei Yuan and Shucheng Yu [5] have proposed a 

technique for privacy-preserving algorithm on a cloud 

environment. In this research work solution to the neural 

network learning problem with arbitrary partition data 

sets in horizontal and vertical data set is carried out. 

CrypTen [7] is a new framework that is built on PyTorch 

to help research in privacy-preserving machine learning 

and address the security issues. CrypTen enables 

machine learning researchers those who are not experts 

in cryptography, to easily implement the machine 

learning models by applying secure computing 

techniques. The complexity barrier is reduced by 

CrypTen by enabling the PyTorch API to end 

researchers. Pysyft [6] is a framework built over Pytorch 

to provide security to data owners in Federated learning 

environment. Li Li et al.[10] has reviewed federated 

learning. Federated learning is privacy preserving 

technique that is decentralized in collaborative way to 

overcome various issues of data sensibility. It reviews 

various application that can be guided using federated 

learning. 

 

3. Proposed Work 

3.1 Neural Network Model 

Consider an example of simple neural network 

containing a output nodes, b hidden nodes and c input 

nodes. Iteration m, learning rate η, target value ti, 

sigmoid function f(x) = 1/1+e−x. Weight vector Vjk 

(representing weights between hidden and output nodes) 

and Vij (representing weights between input and hidden 

nodes). 

Steps for Neural Network learning 

Initialize all weights randomly Vh jk, Vo ij .  

for iteration = 1, 2 ··· , iterationm do  

for sample = 1, 2 ··· , N do  

for j = 1, 2 ··· , b do  

hj = f( ∑ xk ∗ Vh jk)  

for i = 1, 2 ··· , c do  

oi = f( ∑ a j=1 hj ∗ Vo ij )  

if Error = 1/2 ∑ c i=1(ti − oi)2 > threshold then  

 ΔVo ij = −(ti − oi) ∗ hj  

ΔVh
jk = −hj(1 − hj )xk ∑c i=1[(ti − oi) ∗ Vo ij )]  

Vij = Vij − ηΔVij  

 Vh jk = Vh jk − ηΔVh jk  

else 

break 

When all the training samples completes one round of 

training then it is said to complete one epoch. Batch size 

indicates number of samples used in one cycle of training. 

For example, if there are 1000 samples and batch size is 100 

then, 1 epoch will be completed when all 1000 samples will 

complete one round of training. For this 10 iterations of 100 

batch size will be executed. 

3.2 HE Lib 

An encryption scheme is said to homomorphic, if for a 

given Enc (P) and Enc (Q) it is possible to calculate the value 

for Enc (F (P, Q)), where F can be: addition, multiplication 

and without making use of the private key of the encryption. 

• ek represents algorithm with key k used for encryption 

purpose. 

• dk represents algorithm used by decryption purpose 

• Multplicative dk (ek (P) × ek (Q)) = P × Q.  

• Additive dk (ek (P) + ek (Q)) = P + Q.  

Fully homomorphic encryption – the one that supports 

multiplication and addition both and arbitrary number of times 

the operation can be repeated. Helib [9] is an open source 

library. This library implements BGV and CKKS fully 

Homomorphic encryption schemes.  

ℤ Represents ring of integers, ℚ represents field of rational 

numbers, ℝ represents the field of real numbers, and ℂ 

represents the field of complex numbers. 

For a given positive integer 𝑚, ℤ𝑚 represents the quotient 

ringℤ/(𝑚), the ring of integers modulo𝑚. ℤ𝑚
∗  Denotes the 

group of units in ℤ𝑚. ℤ𝑚
∗  Comprises of those residue classes 

of which representative are relatively prime to𝑚. |ℤ𝑚
∗ | =

𝜙(𝑚), where 𝜙 is representing Euler totient function. 

For a given positive integer, [𝑚] represents the set of integers 

{0, . . , m − 1}. ℤ𝑚 And [𝑚] are not the same terms: the ℤ𝑚 is 

representing set of residue classes, which builds a ring, 

whereas the [m] is representing subset of the integers, which 

does not build a ring. 

 

3.3 Secret keys and cipher texts: basic structure and 

operations 

Secret keys and cipher texts in the BGV and CKKS 

encryption schemes are vectors of elements over rings 𝒜 or 

𝒜𝑞 , and BGV and CKKS decryption scheme is representing 

an inner-product between these entities followed by rounding 

operations. HElib implements a flexible structure, in which 

cipher text objects comprises of a changing set of ring 𝒜𝑞-

elements, and every element contains a descriptor for which 

the secret-key element it should use for decryption purpose.  

A secret-key object is a family of elements over the ring 𝒜, 

which is indexed by index set 𝐼  

𝑺: = {𝑠𝑖}𝑖∈𝐼 with each 𝑠𝑖 ∈ 𝒜.  

A cipher text object, for this secret key, comprises of 

corresponding family of elements of the ring  𝒜𝑞  for an 

integer 𝑞 > 1 and is relatively prime to 𝑚, that is indexed 

by same index set 𝐼 

𝐶: = {𝑐‾𝑖}𝑖∈𝐼, with each𝑐‾𝑖 ∈ 𝒜𝑞 .  
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       3.4 Homomorphic Addition 

Suppose there are two given cipher texts to be added, 

for which, ℓ = 1, 2, contains the following entities: 

• 𝑃ℓ = 𝑝𝑟ℓ, indicates plaintext modulus 

• 𝑞ℓ, cipher text modulus 

• enciphering family 𝑪ℓ that is relative to a secret key 

𝑺ℓ, 

• correction factor 𝜅ℓ ∈ ℤ𝑃ℓ
∗ , 

• bound 𝜖ℓ on the noise. 

Before these two cipher texts can be added, provided 

they are adjusted so that the plaintext modulus, cipher 

text modulus, and correction factors match. 

1 First, the plaintext modulus are matched by making 

them both equal to : = gcd (𝑃1, 𝑃2) = 𝑝min(𝑟1,𝑟2). 

2 Second, the cipher text modulus are matched by 

making them both equal to : = lcm (𝑄1, 𝑄2).  For 

performing this upscaling is carried out. 

3 For matching the correction factors, choose integers 

𝑒1, 𝑒2, that are relatively prime to 𝑃, such that 

[𝑒1 mod 𝑃] ⋅ 𝜅1 = 𝜅 = [𝑒2 mod 𝑃] ⋅ 𝜅2. 

 

3.4 Homomorphic Multiplication 

Suppose there are two given cipher texts to be multiplied, 

for ℓ = 1,2, contains the following entities: 

• 𝑃ℓ = 𝑝𝑟ℓ, indicates plaintext modulus 

• 𝑞ℓ, indicates cipher text modulus 

• enciphering family 𝑪ℓ that is relative to a secret key 

𝑺ℓ, 

• correction factor 𝜅ℓ ∈ ℤ𝑃ℓ
∗ , 

• bound 𝜖ℓ on the noise. 

 

Before these two cipher texts can be multiplied, provided 

they are adjusted so that the plaintext moduli and cipher 

text moduli match. 

The plaintext modulus is been matched by keeping them 

equal to  

𝑃: = gcd (𝑃1, 𝑃2) = 𝑝min(𝑟1,𝑟2).  

Match the cipher text modulus by applying up scaling 

and mod switching method to convert them to common 

cipher text modulus𝑄. In selecting𝑄, an effort is to be 

made for reducing the noise in every cipher text 

somewhat.  

Hence, both cipher texts have same plaintext modulus 𝑃 and 

same cipher text modulus Q. Suppose that 

𝑺1 = {𝒔𝑖}𝑖∈𝐼 and 𝑺2 = {𝒔𝑗}
𝑗∈𝐽

. 

Assume that secret keys for two cipher texts are indexed in 

an uniform way, so that if two indices are found equal then 

components are equal. Secret key for resulting cipher text is 

𝑺: = {𝑠𝑖𝑠𝑗}
(𝑖,𝑗)∈𝐼×𝐽

. 

Assume 

𝐶1 = {𝑐‾𝑖}𝑖∈𝐼  and  𝐶2 = {𝑐‾𝑗
′}

𝑗∈𝐽
. 

The enciphering family of the cipher text is 

𝑪: = {𝑐‾𝑖𝑐‾𝑗
′}

(𝑖,𝑗)∈𝐼×𝐽
. 

Correction factor for the resulting cipher text is𝜅: = 𝜅1𝜅2. 

The noise bound of the resulting cipher text is𝜖: = 𝜖1𝜖2. 

 

3.5 Conceptual Framework of Privacy Preserving 

Inference using fully homomorphic encryption 

 

Figure 1 represents the conceptual idea of privacy 

preserving inference. The model is trained initially in 

plaintext form and then using fully homomorphic encryption 

scheme the model is encrypted. Further, the user who wish 

to perform the inference will provide the encrypted data for 

testing and the inference generated will be in encrypted form 

as shown in the figure 1. The user can further decrypt and 

get the classification result. This approach helps us to 

resolve the security issues of the data item and also the 

model that is kept on the untrusted environment. Fully 

homomorphic encryption technique implementation based 

on HELib [9] is used in the proposed system. 

 

4. Experimental Results 

We have training the plaintext model in this experimentation 

using Keras library. The objective is to classify samples 

using neural network model. This model is created and is 

trained using Keras library. In the first step, the plain model 

is created for the MNIST. Then the model is been encrypted. 

Further the inference is executed on the encrypted model 

using Fully Homomorphic encryption technique. For 

building the encrypted model, it is required to define the 

configuration of the library and the layout of each of the 

cipher texts. 
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Figure 1: Conceptual idea of privacy preserving inference 

 

  This is referred to as a Tile in this work. Table 1 indicates  

results for various Batch size applied for generating encrypted 

inference based on encrypted data provided by end user to the 

untrusted environment. The model is in encrypted form. The 

results also shows the increase in Model memory size, encrypt 

input time and increase in predict time with the increasing 

value of batch size. The experimentation was carried out on 

Dell Optiplex 3910 Desktop with 8 GB RAM. Figure 2 

represents the graphical representation of the time required in 

seconds for different activities like init model time, encrypt 

model time and encrypt input time against different batch size. 

The figure also represents the model memory required for the 

training of MNIST for different batch size. We obtain an accuracy 

of 99% for non-privacy preserving and privacy preserving 

approach using HELib with model and data security. We make 

use of HELib fully Homomorphic encryption technique to solve 

the security issues of the medical practitioners and get results 

using inference on encrypted model. For experimentation, dataset 

in [8] is used.  

 

 

 

Table 1. Inference on Encrypted Data and Encrypted Model for MNIST Dataset 

Batch Size  8 16 32 64 128  

Tile layout 
 

16 * 64 * 8 8 * 64 * 16 8 * 32 * 32 4 * 32 * 64 4 * 16 * 128 

 

Predict time (sec) 
 

3.49 4.37 6.21 8.27 12.41 

 

Init model time  (sec) 
 

3.67 6.62 12.33 22.52 43.35 

 

Encrypt input time  (sec) 
 

0.8 1.61 3.1 5.42 10.35 

 

Model memory (MB) 
 

213.14 384.07 721.47 1313.7 2540.63 
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Figure 2: Comparison of time required and memory size against different batch 

 

It comprises of 14 attributes that are used for various 

machine learning algorithms. 

 

Case Study: Medical Practitioner using the application 

Following steps are carried out for testing it on heart 

disease detection dataset. 

1. Load data and train the model in plain text form.  

2. Perform optimization for deciding the best parameters 

for security 

3. Create encrypted network 

4. By concerned medical practitioner who wish to detect 

for his samples- Encrypt the samples. 

5. Perform inference on encrypted network for 

encrypted samples. 

6. By concerned medical practitioner: Decrypt the 

results and observe classification. 

 

Below Table 2 represents the test classification results for 

model trained with batch size of 16.  

 

Table 2. Analysis of Heart Disease dataset 

Number of Training Samples 16 

Correctly Classified Samples 15 

Accuracy (%) 93.75 

Time duration for prediction (sec) 0.062 

Time duration for prediction per sample 

(sec) 

0.004 

A comparative study is carried out to understand the 

amount of time required to predict the inference in non-

privacy preserving, privacy preserving with data 

encryption and privacy preserving with data and mode 

encryption. Accuracy is also compared across all the three 

parameters for different batch size in MNIST Dataset 

training. For this experimentation, Dell OptiPlex 3910 

Desktop with 8 GB RAM system is used. Table 3 indicates 

the results for this comparison. It is observed that accuracy 

of the system is not comprised and the predict time 

required is also almost the same for different batch size of 

the training and security issues of the data and the model 

has taken care of.  

 

 

 

 

Table 3. Comparison of Privacy and Non Privacy Preserving 

technique for different batch size on MNIST. 

Batch 

Size  

Non 

PP 

PP- 

Data 

Encrypt 

PP- 

Data 

and 

Model 

8 

Predict 

Time(sec) 3.49 3.47 3.49 

Accuracy 

(%) 98.23 98.23 98.23 

16 

Predict 

Time(sec) 4.37 4.35 4.37 

Accuracy 

(%) 99.12 99.12 99.12 

32 

Predict 

Time(sec) 6.21 6.22 6.21 

Accuracy 

(%) 100 100 100 

 

5. Conclusion and Future Work 

Our proposed method provides solution to concerns related to 

security issues of the data owners who wish to get an inference 

on their data in untrusted environments. Our proposed method 

provides encrypted inference on the encrypted data provided 

by a medical practitioner and is tested on an encrypted model 

present on the untrusted environment. Our benchmarked 

results on MNIST and heart dieases dataset from UCI also 

shows the comparitive study of time required towards 

encryption, decryption, memory requirement for th emodel 

and predict time for different batch size. Experimental results 

also demonstrates that there is no loss of accuracy on the 

encyprted inference. 
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