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Abstract: The folk dances, which reflect the cultural values of the society consist of regular and continuous activities performed singly or 

in groups, accompanied by music. Folk dances show differences according to climate, geographical position and socio-economic status of 

the society. Classification of Turkish folk dances is an interesting subject due to the different hand, arm and foot postures of the dancers. 

The complexity of the background, camera angle, special clothing can cause the algorithms to give incorrect results. It gives a playground 

to experiment with different deep learning techniques. In this study, the classification of Turkish folk dances is carried out from video 

images with deep learning methods. Zeybek, Çiftetelli, Horon and Halay dances which are among Turkish folk dances were selected. The 

dataset consists of 24000 images in total, prepared as 6000 images belonging to each class (Halay, Zeybek, Çiftetelli, Horon). 75% of the 

images make up the training set and the validation set is 25% of the images. CNN model and pre-trained VGG16 and ResNet50 architectures 

with transfer learning technique are used in the classification of Turkish folk dances in video images. The models have been tested with 

YouTube data. The accuracy rates of the proposed CNN model, VGG16 and ResNet50 architectures are 94%, 97% and 98%, respectively. 
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1. Introduction 

Culture is the way people and societies perceive, make sense of 

and interpret themselves and their environment. As a being who 

changes the world and lives in this world, people are in the position 

of creating and processing this culture. People and societies protect 

their cultures in the world they have built and at every stage of their 

life. Folk dances are one of the most important cultural assets of a 

country/society.  

Folk dances are a phenomenon that reflects the life of the people 

of a certain country or region and contains emotions such as 

sadness, happiness and anxiety [1]. Folk dances can be found in 

every type of society, from the most isolated and not acquainted 

with any type of modernization to the most developed community 

[2].  

In folk dances, dancers perform regular and continuous rhythmic 

movements, individually or in groups, in harmony with the music. 

Zeybek, Horon, Halay, Çiftetelli, Bar, Spoon dances are the most 

common folk dances in Turkey. Zeybek, which means bravery, 

valor, agility and assertiveness, is a folk dance from the Aegean 

region. The postures and hand gestures of the dancers in the 

Zeybek dance contain these characters.  Horon is a folk dance 

specific to the Eastern Black Sea region. Horon means grass that 

has been mown or baled. Therefore, there is a parallelism between 

the way the dance is performed and the dictionary meaning of the 

word. Horon dancers stay close to each other much more than in 

other folk dances. The trembling, shaking, shuddering figures in 

the Horon express the sea, the dying of the fish coming out of the 

sea. Halay is a folk dance of Eastern and Southeastern Anatolia. 

Halay folk dances are mostly played in East, Southeast and Central 

Anatolia. Dancers hold their hands and form a row and then a 

circle, according to the rhythm of the music, feet combinations are 

very important. There are many halay describing historical events, 

rebellion and love. Halay is a game from prehistoric times. It 

conveys the energy, cycle and solidarity of life to the audience. 

There are many different Halay dances that reveal historical 

events, rebellion and love. As can be understood from the 

descriptions of folk dances, the poses of the dancers have a 

semantic meaning.  

It is a difficult process to automatically identify the postures of the 

dancers with a system and to determine which folk dance they 

belong to. The dancer wears special clothes that affect 

classification performance. The complexity of the background, 

camera angle and special clothes cause the pose prediction 

algorithms to give mistaken results [3]. Deep learning has achieved 

great success in providing solutions to classification problems in 

the field of image processing. In this study, deep learning 

algorithms are used to identify the postures of the dancers and to 

determine which folk dance they belong to. Firstly, a dataset 

including Zeybek, Çiftetelli, Horon and Halay dances, which are 

among the Turkish folk dances, was created from YouTube videos. 

Then a convolutional neural network (CNN) was proposed to 

classify them. As a result, it has been shown that a trained CNN 

model can classify the folk dances from dataset of YouTube videos 

with high accuracy.  

Transfer learning refers to the reuse of a model trained for one task 

for another related task. The pre-trained models are created using 

a large dataset. In transfer learning, it is aimed to improve learning 

in a new task by transferring information from a learned task [4]. 

Transfer learning allows us to save time or get better performance.   

VGG16 and ResNet50 are CNN-based models with different 

architectures that were pre-trained using ImageNet [5]. ImageNet 

is an image database containing more than 14 million labeled 
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images and 1000 total classes [6]. In this study, transfer learning 

with VGG16, ResNet50 was used.  

The proposed CNN model is trained with the dataset obtained from 

YouTube. Optionally, the pre-trained model may need to be 

adapted to the target data for the respective task. VGG16 and 

ResNet50 models were trained on our own dataset utilizing fine 

tuning.  

The pre-trained (VGG16 and ResNET50) models and the proposed 

CNN model were compared on YouTube videos.  The accuracy 

rates of the trained models are 94%, 97% and 98% for the CNN, 

VGG16 and ResNet50 models, respectively.  

This paper is organized as follows. Section 2 describes the prior 

work pertaining to the recognition of human poses and hand, arm 

gestures. In section 3, architectural details of the proposed CNN, 

VGG16 and ResNet50 models for the classification of Turkish folk 

dances are given. Section 4 presents a comparison of the proposed 

CNN-based approaches (CNN, VGG16 and ResNet50). Finally, in 

section 5, the article is concluded by giving a summary of the 

article and proposing some further extensions to the research.    

2. Literature Review 

Many studies have been conducted on the classification of human 

activities and postures [7].  Human activities can be conceptually 

divided into 4 different classes: gestures, actions, interactions and 

group activities [8]. Approaches in the 1990s were generally 

oriented towards describing gestures and simple actions [9]. 

Approaches in the 1990s were insufficient to describe and explain 

interactions and group activities. Then, recognition methodologies 

designed for complex human activities such as the interaction of 

the two or more people and/or objects and group activities were 

developed [10].  

The folk dances contain complex human activities. In this review, 

in addition to estimating and defining the dancer’s posture and 

hand-arm gestures, studies on the classification of dance forms are 

included. Indian classical dance (ICD) videos (Bharatnatyam, 

Kathak and Odissi) are classified using support vector machine 

(SVM) with inter-section kernel [11]. An accuracy of 86.67% is 

achieved on ICD dataset created from YouTube videos. In [12], 

the SVM classifier is used to classify 2 folk dances from the 

Western Macedonia region. A CNN model is proposed to classify 

dance posture images of Indian folk dance [3]. YouTube videos 

and dataset produced using the Kinect sensor are used in the 

training phase. With the proposed CNN model, an accuracy 

performance of 97.22% is achieved. Transfer learning technique is 

utilized by using two large, labeled datasets, namely, MNIST and 

CIFAR-10. With the pre-trained CNN model, an accuracy rate of 

99.6% is achieved. The authors in [13]  present a novel framework 

to classify ICD forms from videos. The representations are then 

extracted through Deep Convolution Neural Network (DCNN) and 

Optical Flow. A multi-class linear SVM is used for training these 

representations. With the framework, an accuracy performance of 

75.83% is achieved. In this paper [14], the Adaboost multiclass 

classifier is used to classify ICD forms from video and the 

Adaboost classifier gives better classification accuracy compared 

to AGM and SVM. The research article in [15] presents research 

on the recognition of classical dance mudras in India. The images 

of hand mudras of various classical dances are collected from the 

internet. Histogram of oriented (HOG) features of hand mudras are 

given as input to the classifier. SVM is used as the classifier. In 

another study [16] using the CNN model in the classification of 

ICD, a recognition rate of 93.33% is achieved. There are also 

studies using the RNN classifier in the classification of Indian 

dances [17]. The authors in [18] focus on an ICD form known as 

Bharatanatyam. The dance sequence is recognized using Hidden 

Markov Model (HMM). In this paper [19], researchers propose a 

deep CNN model using ResNet50 to classify ICD forms into eight 

categories. The proposed model gives an accuracy score of 0.911. 

Hand postures and signs provide an important clue in the 

classification of dances. The research article in [20] focuses on 

producing a model that can recognize hand gestures and gestures. 

A computer program is developed using python language which is 
used to train the model based on the CNN algorithm. 

When the literature studies are examined, it is seen that the studies 

are mostly on the classification of ICD. There have also been 

studies on the classification of different folk dances. But no study 

has been found on the classification of Turkey's folk dances. 

3. Convolutional Neural Network: The proposed 

Deep Learning Framework 

A convolutional neural network (CNN or ConvNet) is a type of 

neural network with a grid-like topology that takes its name from 

the mathematical operation of convolution [5]. CNN has become 

the dominant and powerful type of network architecture in field of 

computer vision. A classic CNN architecture is given in  

 

Fig. 1. 

 

Fig. 1. Classic CNN architecture 

The different layers involved in the architecture of CNN are as 

follows:  

1) Input layer: The image data is taken from the CNN’s 

input layer. 

2) Convolutional layer: In the convolution layer, the image 

is filtered with a mask.  

3) ReLU: After the convolution operation, an activation 

function is applied. In deep learning systems, this 

activation function is usually ReLU. One of the reasons 

for using "ReLU" instead of "hyperbolic" "tangent" and 

"sigmoid" functions used in artificial neural networks is 

to observe that the system works faster [5]. In this layer, 

all negative pixels are converted to zero. The final output 

is a rectified feature map. 

4) Pooling layer: A down-sampling operation is performed, 

which reduces the size of the feature map. A 2x2 filter is 

usually selected and this filter hovers over the input data. 

According to the selected method, values such as 

maximum and average are transmitted to the next layer. 

5) Flatten layer: The pooled feature map produced in the 

pooling layer is converted into a one-dimensional vector, 

which will be the input layer for the artificial neural 

network.  
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6) Fully connected layer: Objects in images are identified 

and classified.  

7) Softmax/Logistic layer:  The softmax or logistic layer is 

located just before the output layer.  The softmax or logistic 

function is used as the final activation function of the neural 

network. The logistic function is used in binary classification 

problems, and the softmax function is used in the expression 

of multiple classification problems.  

 

Fig. 2 Architecture of the proposed CNN model 

Continuous improvements are made on the basic CNN 

architecture. Different CNN architectures with different number of 

layers have been developed.   

 

3.1. The Proposed Architecture 

The architecture of the CNN model proposed for this study is given 

in Fig. 2. There are many convolution layers. A convolution filter 

called kernel runs over all pixels of the image. The kernel size here 

refers to the width x height of the filter mask. A kernel size of 3x3 

has been applied to all convolution layers. The input image size is 

set to 300×300×3 (width × height × channel). More than 3 

convolution kernels are commonly used in the convolution layer in 

CNN models. Different convolution kernels each act as different 

filters. With different filters, feature maps are created. In the 

proposed model, the number of kernels in each convolution layer 

is 32, 32, 64, 64, 128, 128, 256, 256, 512, 512, and 512, 

respectively.  The pool size in all max pooling layer is 2×2.  

The flatten layer is followed by the dense layer. Dense layer is a 

layer that is deeply connected to its preceding layer. Each of the 

neurons of the dense layer is directly connected to each neuron of 

its preceding layer. The number of neurons belonging to each 

dense layer in this model (see Fig. 2) was determined as 512.    

In the proposed model, the softmax function is used in the 

expression of multiple classifications. The softmax function 

converts the value to a normalized probability distribution which 

can be displayed to user. The number of outputs in the last layer is 

set to 4. The output values range from 0 to 1. The output values 

(estimated values) indicate that which dance the input image 

belongs to.  

The performance of the proposed CNN model will increase with 

the use of a larger and diverse dataset. Many researchers prefer to 

use the pretrained models on a large dataset such as ImageNet, as 

large datasets are rarely available. VGG16 network models and 

ResNet50 model are pre-trained models. The pretrained models 

reduce errors and time required for training and increase the 

accuracy value.  

In this study, VGG16 and ResNet50 models are used. The weights 

associated with these models are used directly in the app. A 

max_pooling, a flatten layer, two dropout functions, a dense layer 

consisting of 512 nodes, and a softmax layer have been added to 

the last layers of the ResNet50 and VGG16 models (see Fig.  ). The 

weights for these layers are determined using the training dataset 

created from YouTube videos. By using these developed models, 

it is determined to which class the dance images obtained from the 

YouTube video belong.  

 
Fig.  3 ResNet50 and VGG16 models used in the study 

3.2. Dataset 

In this paper, four types of Turkish folk dances, namely Çiftetelli, 

Zeybek, Horon, Halay are used. A training and validation dataset 

was prepared by collecting dance images from 720 pixel-sized 
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YouTube videos. The number of images belonging to each dance 

type is 6000. 75% of the dataset is reserved for the training and 

25% is reserved for the validation. There are 4500 images 

belonging to each of the dance types in the training dataset. There 

are 1500 images belonging to each of the dance types in the 

validation dataset. There are 18000 images in the training folder 

and 6000 images in the validation folder. Sample images of the 

dataset are given in Figure 4. 

  

  
(a)  

 

 

 

 
(b) 

  

  
(c) 

  

  

  
(d) 

Fig.  4 Sample images of the dataset. (a) Çiftetelli folk dance. (b) Horon 

folk dance. (c) Halay folk dance. (d) Zeybek folk dance. 

4. Experimental results 

In this study, deep learning models are developed using Keras 

library. The proposed CNN model is trained with the training 

dataset. Pre-trained VGG16 and ResNet50 architectures using the 

ImageNet database were fine-tuned with the training dataset.   

The accuracy and loss function graphs of the proposed CNN model 

are shown in Fig. . As seen in Fig. , the training accuracy and the 

validation accuracy are almost same. In other words, there is no 

overfitting. The metrics in the training set provide information 

about how the model is progressing in terms of training. The 

metrics in the validation set provide insights into the quality of the 

model - how good it is at making new predictions based on data it 

hasn't seen before. The training loss and validation loss curves 

show a downward trend. Validation accuracy rate has reached 94% 

and the loss value has decreased from 1.4 to less than 0.34.   
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Fig. 5. Training and validation accuracy graph (above) and training and 

validation loss graph (below) 

The proposed CNN model was tested with 120 dance images from 

YouTube videos for each dance genre. The confusion matrix of the 

CNN model is given Fig. 6.  

 

 
Fig. 6. The confusion matrix of the CNN model 

As seen in the confusion matrix, the CNN model correctly 

predicted all 120 images of the Çiftetelli dance. The model 

estimated 115 of the 120 Halay dance images as correct and 5 as 

Zeybek dances.  

The elements of the confusion matrix are utilized to find 

parameters named accuracy, sensitivity (recall), precision and f1-

score. The performance of the models has been tested with these 

metric functions.  

Precision quantifies the number of correct positive predictions 

made. The accuracy metric shows the performance of the model in 

all classes. The sensitivity gives a measure of how many positive 

samples the model correctly predicted. The value of the sensitivity 

affects the accuracy value. The higher the sensitivity, the model is 

the better in correctly identifying the positive cases. F1-score value 

is the harmonic average of precision and sensitivity values. The f1 

score value gives more objective results in data sets that are not 

evenly distributed. It is a measure of how well the classifier is 

performing and is often used to compare classifiers.  

Table 1. Performance metrics of models for each class 

 

The performance evaluation of the CNN, VGG16 and ResNet50 

models for each class is given in Table 1. In the CNN model, the 

most correct predictions were made in the Horon folk dance. In the 

CNN model, the most incorrect predictions were made in the 

Zeybek folk dance. The performance behavior of the VGG16 

model for Çiftetelli and Halay folk dances is very similar. In the 

VGG16 model, the most incorrect predictions were made in the 

Zeybek folk dance. In the ResNet50 model, Çiftetelli folk dance 

has the highest f1-score.   

As can be seen in Fig. 4, the postures of dancers in the Zeybek and 

Çiftetelli folk dances are similar to each other. The best performing 

model in Zeybek folk dance is ResNet50.  

Table 2. Comparison of models 

 

 

 

 

 

 

 

 

 

The accuracy metric shows the correct predictive performance of 

the model on real-world data or test data. Validation accuracy 

indicates the correct prediction performance of the model on the 

validation dataset. The accuracy metric provides clues about how 

ready the model is for the real world. The accuracy and validation 

accuracy values of the CNN, VGG16 and ResNet50 models are 

given in Table 2. ResNet50 model showed better accuracy 

performance than other models.   

It is not enough to examine the accuracy and validation accuracy 

values alone. In addition to the accuracy metric, the values of 

performance metrics such as precision, recall, f1-score should also 

be evaluated. F1-score is a widely used reliable metric for 

comparing models. Model selection should be made by evaluating 

performance metrics in a way specific to the problem. For 

example, precision is important when the cost of false positive is 

high.  

The performance metrics of the models developed in this 

application were evaluated. Precision and recall metrics were 

evaluated under the F1-score metric. The ResNet50 model has 

better performance in model evaluation with the F1-score metric.   

  Çiftetelli Horon Zeybek Halay 

CNN 

 

Precision 0.90 1 0.96 1 

recall 1 0.99 0.89 0.96 

F1-score 0.94 0.99 0.92 0.98 

VGG16 Precision 0.98 0.97 0.96 0.99 

recall 0.99 0.95 0.93 0.98 

F1-score 0.98 0.96 0.94 0.98 

ResNet50 Precision 0.99 0.99 0.97 0.98 

recall 0.97 0.96 0.98 0.99 

F1-score 0.98 0.97 0.97 0.98 

CNN Accuracy 0.95 

Validation 

accuracy 

0,94 

VGG16 Accuracy 0,96 

Validation 

accuracy 

0,97 

ResNet50 Accuracy 0,98 

Validation 

accuracy 

0,98 
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5. Conclusion 

Folk dances are one of the most important cultural values that 

transfer the feelings and life of a society to generations. In folk 

dance, dancers perform dance-specific hand, arm and foot 

movements and they wear folk dance costumes. It is difficult 

process to automatically identify the dancer's movements with a 

system and to determine which folk dance they belong to. The 

complexity of the background, camera angle, and special clothing 

cause the prediction algorithms to give erroneous results. Deep 

learning has achieved great success in classification problems in 

image processing. In this study, deep learning methods were used 

in the classification of Turkish folk dances. There are many studies 

in the literature on the classification of folk dances. However, it 

was not encountered to a study in the literature on the classification 

of Turkish folk dance. Zeybek, çiftetelli, horon and halay dances 

which are among Turkish folk dances were selected. 6000 images 

of each type were collected from YouTube videos. The developed 

CNN model was trained with 18000 images. Pre-trained VGG16 

and ResNet50 architectures using the ImageNet database were 

fine-tuned with the training dataset.  The proposed CNN model, 

VGG16 and ResNet50 models were compared with various 

performance metrics. Accuracy and f1-score metrics, which are 

frequently preferred to compare the performances of the models 

were used to selection of the best model. The ResNet50 model 

gave the best performance with an accuracy rate of %98. The 

results of the model are promising. We believe that this study will 

guide the studies in this field. It also contributes by sharing the data 

set. In our further work, we aim to expand the dataset and focus on 

the classification of different Turkish folk dances by using 

different deep learning techniques.   
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[1]. T. Eroğlu, Doğu ve Güneydoğu anadolu'da halk oyunları 

ve halayların incelenmesi, vol. 1, Ankara: Kılıçaslan 

matbaacılık, 1995.  

[2]. S. Aydın, "Halk Oyunları," Kültür Turizm Bakanlığı, 
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