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Abstract: Providing security to the Wireless Sensor Networks (WSN) is more challenging process in recent days, due to the self-

organization nature and randomness of sensor nodes. For this purpose, the Intrusion Detection System (IDS) is mainly developed that 

supports to increase the security of network against the harmful intrusions. The conventional IDS security frameworks are highly 

concentrating on improving the reliability and safety of networks by using different approaches. Still, it limits with key problems of 

increased time consumption, more delay, and reduced efficiency, inefficient handling of large dimensional datasets, and high 

misclassification outputs. In order to solve these problems, the proposed work develops an intelligent IDS framework for enhancing the 

security of WSN by using the Cuckoo Search Greedy Optimization (CSGO) and Likelihood Support Vector Machine (LSVM) models. 

In this model, the most extensively used network datasets such as NSL-KDD and UNSW-NB15 are considered for validating this model. 

Initially, the dataset preprocessing is performed for normalizing the attributes based on the processes of irrelevant information removal, 

missing value prediction, and filtering. After preprocessing, the optimal number of features are selected and given to the input of CSGO 

algorithm, which computes the optimal fitness function for selecting the best features. Finally, the LSVM based machine learning 

classification technique is utilized for predicting the classified label as whether normal or abnormal. During results evaluation, the 

performance of the proposed security model is validated and compared by using different performance measures. 

Keywords: Wireless Sensor Network (WSN), Cuckoo Search – Greedy Optimization (CSGO), Network Security. Preprocessing, 

Intrusion Detection System (IDS), Support Vector Machine (SVM) Classification 

 

1. Introduction 

In the recent days, the Wireless Sensor Networks (WSNs) [1, 2] 

have gained more attraction due to their benefits of self-

organizing nature, low power consumption, and reduced cost 

consumption. Generally, the WSN is a kind of heterogeneous 

wireless network architecture that comprises various sensors and 

actuators for operating the network. The key characteristics of 

WSN are as follows: scalability, reliability, high robustness and 

security. Moreover, the WSN [3] framework comprises the 

centralized controlling unit used for data storing and processing. 

In which, the required data can be extracted from the network by 

using the disseminated controlling information. However, this 

network is more susceptible to the harmful network intrusions or 

attacks, so it is more essential to increase the security of WSN 

against these harmful intrusions. For this purpose, the Intrusion 

Detection System (IDS) [4] is developed in the conventional 

works, which helps to identify the intrusions for ensuring the 

security of network. The sample WSN architecture is shown in 

Fig 1, which comprises different number of users and connecting 

devices.  
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Fig. 1. Architecture of WSN 

For processing the IDS datasets, there various mechanisms such 

as normalization, feature extraction, selection, and classification 

are used. Normally, the preprocessing is a kind of filtering 

technique and mainly used eliminating the noisy/irrelevant 

attribute information. After that, the feature extraction and 

selection techniques are used to extract the set of features the 

preprocessed dataset, because the performance and working 

operations of classifier is highly depends on the features of 

dataset [5, 6]. Moreover, the machine learning or deep learning 

models are used to predict the classified labels by training the 

optimal number of features. By using these features, the classifier 

could accurately detect the data is whether normal or intrusion 

[7]. For this purpose, there are different kinds of classification 

approaches [8-10] are developed that includes Neural Network 

(NN), Naïve Bayes (NB), Logistic Regression (LR), K-Nearest 

neighbor (KNN), Multilayer Perceptron (MLP), and Decision 

Tree (DT). But these techniques facing the major problems as 

listed below: 

• Increased false alarm rate 

• Reduced detection accuracy 

• More time consumption for training and testing 

• Computational complexity 

Thus, this research work objects to construct a new security 

framework for an efficient intrusion detection and classification. 

The major contributions of the proposed work are as follows: 

• To preprocess the network IDS datasets for filling the 

missing attributes, eliminating the unwanted and irrelevant 

attributes by using the statistical normalization method. 

• To select the best suited features from the preprocessed 

dataset, the global optimal fitness function is computed by 

using the Chicken Swarm Greedy Optimization (CSGO) 

technique. 

• To accurately detect the normal and intrusions, the 

Likelihood Support Vector Machine (LSVM) classification 

technique is employed.  

• To validate the performance and efficiency of the proposed 

CSGO-LSVM based intrusion detection and classification 

system, various evaluation indicators such as delay, 

detection rate, error rate, precision, recall, accuracy, and f1-

score are estimated. 

The remaining portions of this paper are segregated into the 

following sections: the detailed review on various optimization 

and classification models used for improving the security of 

WSN is presented in Section II. Then, the detailed working flow 

and modules of proposed scheme intrusion detection and 

classification framework are presented in Section III. The 

performance and comparative analysis of state-of-the-art models 

and proposed security model are discussed in Section IV. Finally, 

the overall is summarized with the advantages and future scope in 

Section V.  

2. Related Works 

This sector investigates some of the conventional optimization 

and classification mechanisms used for ensuring the security of 

WSNs against the harmful intrusions. Also, the advantages and 

disadvantages of each technique have been discussed according 

to its operating principles and features.  

Tomic and Cann [11] conducted a comprehensive review on 

analyzing various security issues in WSNs. Also, it investigated 

about the different types of harmful attacks that degrades the 

performance of WSN, which includes jammers, eavesdropping, 

collision, selective forwarding, blackhole, hello flood and data 

integrity. In addition to that, it suggested some suitable solutions 

for resolving those problems. Radhappa, et al [12] presented a 

detailed survey of various existing algorithms related to Data 

Encryption Standard (DES), blowfish, and certificateless 

effective key management. Also, it examined the benefits and 

demerits of each mechanism according to its attack detection 

performance. Moreover, the security vulnerabilities were 

categorized into the types of vulnerabilities in communication 

channel and sensor node. The attacks exist on each network layer 

were segregated as follows: 

• Physical layer – Jamming and Tampering 

• Link layer – Exhaustion and collision 

• Transport layer – Flooding 

• Network layer – Spoofing, hello flooding, sink hole, worm 

hole and sybil attack 

Alshinina and Elleithy [13] utilized an accurate deep learning 

model for efficiently controlling and monitoring the sensor data 

in order to predict the intrusions. The main purpose of this work 

was to provide the solution for solving the Class Imbalance 

Problem (CIS) by estimating the network traffic intensity. The 

major benefit of this work was increased attack detection 

performance and optimal time consumption for training the data 

models. However, it limits with the problems of increased 

computational complexity of attack prediction and classification, 

which degrades the performance of entire network. Ahmad, et al 

[14] recommended a hybrid anomaly detection technique 

incorporated with k-medoid customized clustering mechanism for 

efficiently detecting anomalies in WSN. Here, the major 

advantages of using the k-medoid clustering technique are as 

follows: 

• Increased efficiency 

• High convergent speed 

• Easy to implement 

• Ensured network reliability 

Safaldin, et al [15] introduced an improved Binary Gray Wolf 

Optimization (BGWO) technique for accurately predicting the 

intrusions from the NSL-KDD dataset. Here, the performance of 

IDS was highly depends on the number of optimally selected 

features. For evaluating the results of this mechanism, the false 
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alarm rate, execution time, detection rate, accuracy, and 

convergent speed have been assessed. Frei, et al [16] intended to 

construct the open-source WSN architecture with ensured 

security. Also, it objects to reduce the complexity of network 

designing with minimal cost consumption. Batra, et al [17] 

developed a lightweight IoT architecture for accurately detecting 

anomalies in WSN. The different types of techniques investigated 

in this work were as follows: tree based, cluster based, hybrid 

models and multipath techniques. Also, it suggested some 

suitable solutions for detecting the network attacks such as man-

in-the-middle, Denial of Service (DoS), eavesdropping, 

saturation, and masquerading. In addition to that, this framework 

suggested that the requirements such as data integrity, confidentiality, 

data validation, and authentication were must be satisfied for 

ensuring the reliable and secured data transmission in WSN.  

Chen, et al [18] introduced a Hilbert Huang Transformation 

(HHT) technique incorporated with joint analysis for accurately 

detecting LDoS attacks in WSN. The key factor of this work was 

to construct an efficient attack detection framework by deploying 

the nodes with increased trust value. It mainly concentrated on 

obtaining the advantages of reduced energy consumption, time 

consumption, and traffic rate. Hu, et al [19] utilized a Cuckoo 

Search Optimization (CSO) technique incorporated with the 

Support Vector Machine (SVM) classification technique for 

increasing the security of WSNs. The key objective of this work 

was to accurately predict the intrusions from the given network 

datasets with high classification efficiency and performance rate. 

For this purpose, the Map reduce technique was employed to 

parallelize the parameters of SVM classification model with 

ensured time efficiency. Yet, this work limits with the key 

problems of high misclassification rate, reduced accuracy, and 

increased response time. Abrar, et al [20] examined the 

performance of various machine learning techniques used for 

accurately detecting the intrusions from the network datasets, 

which includes the K-Nearest Neighbor (KNN), Relevance 

Vector Machine (RVM), Logistic Regression (LR), Naïve Bayes 

(NB), Decision Tree (DT), and ensemble classification. Based on 

this analysis, it was identified that the ensemble learning 

classification technique provides an improved performance 

results over the other techniques.  

Guimaraes, et al [21] deployed an Optimum Path Forest (OPF) 

classification technique for exactly detecting the anomalies in 

WSNs. This paper mainly intends to attain an increased attack 

detection rate with reduced computational complexity. 

Suthaharan, et al [22] constructed an anomaly detection 

framework for ensuring the increased security of WSNs. Here, 

both the single hop and multi-hop topologies have been 

implemented with the help of machine learning classification 

technique. Liu, et al [23] utilized an Expectation Maximization 

(EM) technique for detecting intrusions from the NSL-KDD 

dataset. The different types of attacks considered in this work 

were Synflood, land, ping of death, sweeping and UDP flood. 

Gnanaprasanambikai, et al [24] suggested an efficient data 

preprocessing and classification techniques for identifying and 

categorizing different types of intrusions in NSL-KDD dataset. 

Here, the GA was utilized to select the attribute features from the 

network IDS dataset, which helps to increase the accuracy level 

of classification with reduced time consumption. Hemanand, et al 

[25] recommended that the existing Glow worm Swarm 

Optimization approach is applied across IoT sensors to detect the 

devices in need of energy and distribute optimal energy on a need 

basis to accomplish smart, sustainable energy management. 

Jayalakshmi et al [26] states that the routing protocol is an 

important criterion to be considered for evaluating the 

performance of the network. Gopalakrishnan et al suggested that 

by implementing highly secured cryptographic algorithms on 

each node in network the security of the system can be improved. 

Mohankumar at al.[29].The security is the primary issue in 

MANET or WSN which degrades the network performance 

significantly. 

Table 1. Comparatively analysis on existing and proposed techniques 

based on various parameters 

Existing 

techniques 
Accuracy 

Detection 

efficiency 

Time 

consumption 

False 

rate 

No of 

features 

Jin Low Very high NA Low NA 

Yu Low Very high High Low NA 

Maleh High Very high NA Very 

low 

NA 

Haque High Very high NA Low NA 

Ahmad High Low NA High Very high 

Benmessahel Very high Very high NA Very 

high 

Low 

GWO-SVM Very high Very high Very low Very 

low 

Very low 

Proposed 

CSGO-SVM 

Very high Very high Very low Very 

low 

Very low 

 Based on this survey, it is identified that the existing works 

limits with the key problems high complexity in computational 

steps, increased response time, reduced efficiency, and high 

misclassification outputs. In order to solve these problems, this 

work intends to develop a new optimization and machine learning 

based classification techniques for improving the security of 

WSNs. 

3. Proposed Methodology 

This section presents the detailed description of the proposed 

methodology used for accurately locating the intrusions from the 

IDS datasets. For this purpose, a group of mechanisms have been 

implemented in this work. The main contribution of this work is 

to accurately detect the intrusions from the network IDS datasets 

with reduced misclassification rate and error rate. The overall 

flow of the proposed scheme is shown in Fig 2, which comprises 

the following stages: 

• Dataset preprocessing 

• Feature selection 

• Classification 

• Performance evaluation 

Initially, the network IDS datasets like NSL-KDD and UNSW-

NB15 have been obtained for intrusion detection and 

classification. After that, the original dataset is preprocessed for 

minimizing the redundant attributes, and finding the missing 

information by normalizing the data contents. Consequently, the 

set of optimal number of features are selected by finding the best 

fitness function. The optimization helps to improve the overall 

efficiency and performance of classification with reduced error 

values. Then, the selected features are further used for training 

the models, which is done by using the SVM based machine 

learning classification technique. Finally, it predicts the classified 

label as whether normal or intrusion with ensured accuracy and 

reduced misclassification outcomes.  
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Fig. 2. Flow of the proposed system  

A. Data Preprocessing 

     In this framework, the most widely used network IDS datasets 

such as NSL-KDD and UNSW-NB15 are considered for intrusion 

detection and classification. Normally, the original network 

datasets comprise missing attribute information, irrelevant 

information, and redundant values. Due to these factors, it 

reduces the efficiency and performance of classification with high 

error outputs, misclassification labels, false positives, and 

detection efficiency. Hence, it is highly required to preprocess the 

datasets for improving the performance of classifier by efficiently 

training the models. Here, the statistical normalization technique 

is used for converting the original attributes into the normal 

values with the unit variance and zero mean as shown in below: 

Ni =
Ai−Mi

SD
          (1) 

Where, Ni indicates the normalization distribution of n number of 

attributes, Ai denotes the actual value, Mi is the mean value, and 

SD indicates the standard deviation. In which, the mean and 

standard deviation measures are computed as follows: 

Mi =
1

n
∑ Ai ∙ SDn

i=1                   (2) 

SD = √
1

n
∑ (Ai − Mi)

n
i=1          (3) 

Based on this value, the dataset has been preprocessed and 

utilized for further processes, which improves the performance 

and efficiency of overall classification.  

B. Chicken Swarm – Greedy Optimization (CSGO) Feature 

Selection 

      Here, the normalized/preprocessed dataset is utilized for 

selecting the optimal number of features by using Chicken 

Swarm Greedy Optimization (CSGO) technique. Typically, 

Chicken Swarm Optimization (CSO) is one of the widely used 

meta-heuristic technique for solving the multi-objective 

optimization problems. When compared to the other techniques 

such as PSO, GA, ABC, and BA, it provides various benefits like 

increased convergence speed, best optimal solution, requires 

reduced number of iterations, and increased efficiency. Similar to 

that, the Greedy Optimization (GO) technique is also used in 

many application systems. This work intends to incorporate the 

benefits of both CSO-GO for improving the overall performance 

and efficiency of intrusion detection and classification system. In 

addition to that, it is a kind of non-convex optimization technique 

that reaches the best fitness value with reduced number of 

iterations. In this model, the new objective function is computed 

by using the random permutation function. Based on the obtained 

solution, the suitable parameters are optimally selected for 

training the classifier with the models, which helps to increase the 

efficiency of classifier with reduced number of iterations.  The 

detailed algorithmic steps involved in this optimization technique 

are explained in below:   

 

Algorithm I – Chicken Swarm Greedy Optimization 

Input: Preprocessing IDS dataset; 

Output: Optimal best fitness value; 

Step 1: Initialize the input parameters; 

//Chicken Swarm Optimization 

Step 2: Initialize the N number of chicken populations and 

fitness valueFitV, and random function RanF; 

 Set the parameterx = 0; 

Step 3: While (x < MaxG) 

Step 4:      if (x%S == 0) 

The fitness value of all chickens are ranked in 

hierarchical order with swarm; 

Then, the swarm is split into various groups 

and its relationship is computed; 

       End if; 

Step 5: for i = 1 to N 

       If i == rooster 

  Update the solution as follows: 

  Ai,j
x+1 = Ai,j

x+1 × (1 + RanN(0, ω)2) 

  ω2 = {
1 if Fiti ≤ Fitr

exp (
Fitr−Fiti

|Fitk|+ϵ
) Otherwise

 

  //Where, r ∈ [1, N], r ≠ i; 

       End if; 

       If i == hen  

  Update the solution as follows: 

   Ai,j
x+1 = Ai,j

x + V1 × RanN × (As1,j
x − As1,j

x ) +

V2 × RanN × (As1,j
x − As1,j

x ) 

V1 = exp (
Fiti − Fits1

abs(Fiti)
+ ε) 

             V2 = exp (Fits1 − Fiti) 
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         End if; 

         If i == chick 

  Ai,j
x+1 = Ai,j

x + (Ay,j
x − Ai,j

x ) 

         End if; 

Step 6: Compute the new solution, if it is better than the 

previous solution, update the function; 

Step 7: End while; 

Step 8: Compute the minimum cost value as shown in below: 

MinC =  LNum //Where, MinC is the minimum cost and 

LNum is the large number; 

Step 9: Do 

Step 10: Estimate the random permutation function based on the 

new mapping function obtained from the CSO; 

 RanF = NewS  //Where, RanF is the random function 

and NewS indicates the new map function; 

Step 11: NewS = greedy (RanF) 

Step 12: Bf = cost (NewS) 

Step 13: if Bf < MinC then 

     MinC = Bf; 

     Bf = OptS; 

 End if; 

Step 14: The obtained optimal solution has been enhanced by 

generating the new permutation function; 

Step 15: End while; 

C. Likelihood Support Vector Machine (LSVM) based 

Intrusion Detection and Classification 

After optimization, the best suited features are used for training 

the models, which helps to obtain an increased classification rate. 

Here, the Likelihood Support Vector Machine (LSVM) approach 

is utilized for accurately classifying the intrusions from the IDS 

datasets. Normally, it is a kind of machine learning classification 

algorithm, and extensively used in many application system due 

to its easy implementation, high accuracy, and better recognition 

performance. In this technique, the data classification is 

performed according to the n optimal number of features obtained 

from the previous stage. When compared to the other 

classification techniques like Naïve Bayes (NB), Linear 

Regression (LR), Neural Network (NN), and other machine 

learning approaches, the SVM has the major benefits of easy to 

understand, and simple computations with increased 

performance. The major benefits of using the proposed LSVM 

classification technique are listed as follows: 

• Avoids over fitting problems 

• Increased scalability and flexibility 

• High speed in process 

• Reduced computational complexity 

The typical structure of the LSVM classification technique is 

shown in Fig 3, which obtains the optimal number of parameters 

as the input, and provides the predicted output class label the 

splitting the data into different vector information.  

 

 

Fig. 3. Structure of LSVM classification 

4. Results and Discussion 

This section presents the results and discussion analysis of the 

both convention and proposed IDS models by using various 

evaluation measures such as delay, error rate, precision, recall, f1-

measure, accuracy, detection rate, and false alarm rate. Here, the 

Matlab simulation tool has been utilized to implement this system 

and validate the results according to these parameters. For results 

assessment, the most extensively used network IDS datasets such 

as NSL-KDD and UNSW-NB15 datasets have been utilized in 

this work. Table 2 and Fig compares the detection accuracy of 

conventional and proposed IDS classification techniques for the 

different types of attacks exist in the NSL-KDD dataset. It 

includes the mechanisms of C4.5, SVM, Multilayer Perceptron 

(MLP), Decision Tree (DT) and proposed CSGO-LSVM. 

Moreover, the accuracy of classifier is computed as shown in 

below: 

Accuracy =  
TP+TN

TP+FP+FN+TN
            (4) 

Where, the TP indicates the true positives, TN indicates the true 

negatives, and FN is the false negatives. Based on this evaluation, 

it is identified that the proposed CSGO-LSVM technique 

outperforms the other techniques with increased Detection 

accuracy. Because, the proposed scheme uses the best suited 

features for intrusion classification, and the reduced 

dimensionality of attributes helps to obtain the increased 

detection rate.  

Table 2. Detection accuracy of existing and proposed classification 

models 

Techniques Probe DoS R2L U2R 

C4.5 92.58 90.71 43.45 29.53 

SVM 95.42 94.29 45.34 31.34 

MLP 93.54 91.50 44.13 32.13 

Enhanced C4.5 97.31 96.25 46.15 33.15 

DT 99.59 99.20 50.88 35.88 

CSGO-LSVM 99.65 99.50 52.64 37.54 
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Fig. 4. Detection accuracy of various IDS classification methods 

Table 3. Precision, recall, and F-measure of conventional and proposed 

classification techniques 

Attacks Method 
Precision 

(%) 

Recall 

(%) 

F-Measure 

(%) 

Probe Intelligent DT 92.67 97.97 93.34 

Enhanced DT 84.19 87.92 88.67 

Conventional DT 78.24 81.31 83.45 

CSGO-LSVM 93.56 98.45 95.56 

DoS Intelligent DT 99.99 97.23 98.72 

Enhanced DT 91.23 96.34 95.97 

Conventional DT 79.32 83.56 86.76 

CSGO-LSVM 99.99 98.69 99.5 

U2R Intelligent DT 57.39 28.32 42.97 

Enhanced DT 48.14 26.76 39.51 

Conventional DT 47.12 22.67 35.42 

CSGO-LSVM 58.96 29.45 43.21 

R2L Intelligent DT 95.23 63.56 59.03 

Enhanced DT 94.45 62.24 57.85 

Conventional DT 87.54 58.23 52.57 

 CSGO-LSVM 96.47 64.36 59.65 

 

Fig 5 (a) to (d) represents the performance analysis of 

conventional and proposed classification techniques for the NSL-

KDD dataset with respect to the attacks of DDoS, probe, U2R 

and R2L. Normally, precision, recall, and f-measure are the 

widely used performance measures for validating the 

effectiveness and correctness of the security models. Based on the 

increased values of these measures, the performance of classifier 

has been determined, and are calculated as shown in below: 

Precision =  
TP

FP+TP
            (5) 

Recall =  
TP

FN+TP
         (6) 

F1 − measure =  2 ∗
Precision ×Recall

Precision+Recall
       (7) 

From the comparative analysis, it is observed that the proposed 

CSGO-LSVM technique provides the improved performance 

values of these measures, when compared to the other techniques.  

 

Fig 5 (a). Analysis on probe attacks 

 

Fig 5 (b). Analysis on DoS attacks 

 

Fig 5 (c). Analysis on U2R attacks 

 

Fig 5 (d). Analysis on R2L attacks 
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 Fig 6 and Table 4 compares the performance of conventional 

and proposed intrusion detection methodologies based on the 

end-to-end delay performance under varying number of nodes. 

Delay is also one of the essential parameter need to be addressed 

in the network system, and the increased delay value of the 

security system degrades the performance of entire system. Based 

on this evaluation, it is analyzed that the proposed CSGO-LSVM 

technique outperforms the other techniques with reduced end-to-

end delay.  

Table 4. End-to-end delay of existing and proposed models 

No of 

nodes 
ABC MABC 

AR-AIDF-

GFRS 

APD-

JFAD 
Proposed 

20 20.56 15.36 11.25 9.56 9.1 

40 21.43 16.98 12.58 9.15 8.5 

60 23.58 17.87 13.17 8.2 7.8 

80 24.15 18.46 13.95 7.65 7.4 

100 25.63 20.51 14.47 7.1 6.8 

 

 

Fig 6. Analysis of end-to-end delay for existing and proposed techniques  

Table 5 compares the detection rate and error rate of conventional 

[28] and proposed IDS methodologies, and its graphical 

illustrations are represented in Fig 7 (a) and (b) respectively. 

Normally, the detection rate of classifier is determined by how 

accurately the security model predicts the normal and intrusions 

from the network datasets. Similar to that, the error rate is defined 

by the misclassified predicted results of the security models. 

Based on this comparative assessment, it is evident that the 

proposed SSCGO-LSVM technique provide provides an 

increased detection rate and reduced error rate by accurately 

spotting the intrusions from the dataset. Because, the best optimal 

features provided by the CSGO algorithm helps to increase the 

efficiency of classifier. 

Table 5. Detection rate and error rate analysis 

Methods Detection rate (%) Error rate  

BestCons 98.62 1.38 

Genetic CFs 98.73 1.27 

Genetic Cons 98.34 1.66 

Greedy CFs 98.74 1.26 

Rankerchi 98.72 1.28 

Rank CFs 98.73 1.27 

Rank Cons 98.71 1.29 

Fuzzy roughset 99.87 0.13 

Proposed 99.9 0.11 

 

 

Fig 7. Comparative analysis based on detection rate 

 

Fig 7. Comparative analysis based on error rate 

5. Conclusion 

This paper presented an enhanced framework for increasing the 

security and reliability of WSNs by applying the group of 

mechanisms. Initially, the input datasets such as NSL-KDD and 

UNSW-NB15 are considered for intrusion detection and 

classification. Then, the statistical normalization technique is 

used for converting the original attributes into the normal values 

with the unit variance and zero mean. This work intends to 

incorporate the benefits of both CSO-GO for improving the 

overall performance and efficiency of intrusion detection and 

classification system. Here, the optimal solution is computed 

according to the parameters of random function estimation, 

minimum cost, and mapping function. Here, the Likelihood 

Support Vector Machine (LSVM) approach is utilized for 

accurately classifying the intrusions from the IDS datasets. 

Finally, the classifier predicts the label as whether normal or 

intrusion. During simulation, the performance of proposed 

security model is validated by using various evaluation 

indicators. In addition to that, some of the recent stat-of-the-art 

models are compared with the proposed model in terms of 

accuracy, precision, recall, delay, and error rate. When compared 

to the other techniques, the proposed technique efficiently 

improved the performance of all values.  
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