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Abstract: Air temperature has a rapid change movement every day. Temperature prediction is very important as a proper reference base 

for decision making and good planning for stakeholders. However, in the time series daily temperature prediction, the right number of 

input combinations has not been found for high accuracy. To overcome this, we propose a deep learning approach using the Hybrid gated 

recurrent units (GRU) - long short-term memory (LSTM) model. These two deep learning models are very suitable for time series 

predictions. It has 2 (two) main advantages, namely: A variety of input scenarios is used to find the most reliable performance. (1) the 

model eliminates the time series decomposition process by embedding a time layer to achieve efficient predictions, and (2) the model 

achieves a stronger high-level temporal to produce reliable performance. Performance measurement uses root mean squared error (RMSE), 

mean absolute error (MAE), and R-Squared (R2). Best RMSE on 15-day input, which is 0.07499. The best result of MAE is with a value 

of 0.0578 at the input of 15 days. The performance results obtained both RMSE and MAE, the smallest of the 15 experimental scenarios 

is at the input of 15 days. The results of R2 are in line with the results of RMSE and MAE, namely the input in 15 days produces the best 

R2 close to 1, which is 0.9937.  
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1. Introduction 

In the last century, the global climate has continued to increase [1]. 

Reported by the official website of the National Centre for 

Environmental Information from the National Oceanic and 

Atmospheric Administration (NOAA), the earth's temperature in 

2020 warmed by 0.98 °C compared to the 20th century average and 

was the second warmest year on NOAA's record from 1880 to 

2021. 

 

 

Reported by the official website of the Indonesian Meteorology, 

Climatology and Geophysics Agency (BMKG), Indonesia's 

average monthly temperature in 2022 always increases when 

compared to Indonesia's average monthly temperature from 1991 

to 2020. 

Changes in temperature affect the rise and fall of sea levels and 

climate change, temperature changes can also trigger health 

problems, natural disasters, or extreme weather changes [2]–[6].  

Temperature monitoring in Indonesia, especially in South 

Kalimantan, needs to be done in more detail, because the record 

for the hottest air temperature in Indonesia was recorded at 40.6°C 

by the BMKG Banjarbaru Climatology Station on August 16, 

1997. To reduce the risk of temperature changes, it is necessary to 

predict the temperature [5]. Prediction results can be used as a 

reference for policy formulation by interested parties. Temperature 

prediction can be done by using time series data [7]. 

Many studies using time series data for prediction have been 

carried out, one of which is the use of Recurrent Neural Network 

(RNN) architecture. Improved RNN architectures such as Gated 

Recurrent Unit (GRU) and Long Short-Term Memory (LSTM) 
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Fig.  1. Air Temperature 1991-2020 and Monthy Air Temperature 2022 

Comparison 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2022, 10(3), 430–436  |  431 

have been widely used for prediction and it is concluded that these 

two methods outperform other prediction techniques and even 

RNN itself. LSTM is able to overcome the problem of exploding 

and vanishing gradients caused by long input sequences commonly 

found in RNNs [8]. LSTM is considered to be able to expose more 

historical patterns from the time series data used and successfully 

outperforms other time series prediction methods with 

significantly improved results [2].  

GRU is a simplified version of the LSTM and does not require 

training time with increased network performance. Compared to 

LSTM, the computation time of the GRU is shorter and the 

accuracy is higher [9], [10]. The combination of GRU and LSTM 

has higher accuracy than the GRU and LSTM models themselves 

and GRU-LSTM has a lower RMSE value than other prediction 

methods [11], [12].  

Temperature prediction requires a model which has the best 

performance in order to produce accurate predictions. Evaluation 

of the predictive model can be done by showing how close the 

predicted results of the model are to the true value. Root Mean 

Square Error (RMSE), Mean Absolute Error (MAE), and R-

Squared (R2) have been widely used to evaluate models and can 

be used to measure predictive model performance. 

Time series data need to be compiled into data in the form of series. 

The data series has a variable number of input parameters. This 

study will apply one of the Rolling Statistical techniques, namely 

Exponential (Weighted) Moving Average. Data transformation 

using Fast Fourier Transform is also carried out. Furthermore, this 

study will compare the performance results of the GRU-LSTM 

hybrid model based on the number of input parameters used. 

2. GRU-LSTM Hybrid Model for Daily Air 
Temperature Prediction 

 This study uses data in the form of air temperature which is 

processed into various series of data by testing several input 

parameters, and then through the process of missing value 

processing and data transformation at the data preprocessing stage. 

The processed data is then divided into training data and test data 

and then trained using Deep Learning techniques by applying the 

GRU-LSTM Hybrid Model. The prediction results of the model 

will be compared with the test data to obtain Model Performance 

in the form of Root Mean Squared Error (RMSE), Mean Absolute 

Error (MAE), and R-Squared (R2) values. In addition, this research 

will also measure the time of the model training process. 

2.1. Data 

The data used is the average daily air temperature from the 

Meteorology, Climatology and Geophysics Agency (BMKG) 

Online Data for the Syamsudin Noor Meteorological Station for 26 

years (1 January 1996 – 31 December 2021). The air temperature 

data are as follows: 

Table 1. Datasets 

Date Tavg 

01-01-1996 25.60 

01-02-1996 25.50 

01-03-1996 26.50 

01-04-1996 25.70 

…. … 

12-31-2021 27.20 

2.2. Implementation of the GRU-LSTM Hybrid Model 

The stages of the GRU-LSTM hybrid model implementation 

process are as follows: 

 

2.2.1. Import Data 

In this section the daily air temperature data in the form of a file 

with the extension .csv will be imported using the pandas library.  

2.2.2. Data Preprocessing 

At the data preprocessing stage, the imported data will be used as 

a data series first and then use the Exponential (Weighted) Moving 

Average to fill in the NaN values or empty values and then the data 

is transformed using the Fast Fourier Transform. 

• Exponential (Weighted) Moving Average (EWMA) 

EWMA is a statistical method that allows smoothing of datasets by 

reducing the weight of the data over time and EWMA is sensitive 

 

Fig.  3. Framework 

 

Fig.  4. Model Workflow 
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to process shifts [13]. The EWMA standard calculation is as 

follows: 
S𝑡 =  λ𝑒𝑡 + (1 − 𝜆)S𝑡−1 (1) 

Where S𝑡 is a result of EWMA, t is time stamp, 𝑒𝑡 is average 

output, dan λ is a constant from 0 to 1 which determine the effect 

of historical data. 

• Fast Fourier Trasform (FFT) 

FFT is used to change time series data. FFT improves the Discrete 

Fourier Transform (DFT) algorithm by using periodicity and 

symmetry, which greatly reduces the number of operations. FFT 

has the characteristics of simplicity and speed. Therefore, FFT is 

used to represent errors in the frequency domain to make it easier 

to identify errors [14]–[16]. FFT can be calculated by [17]: 

𝑋𝑡(k) = ∑ 𝑥𝑡𝑖𝑒
−𝑗2𝜋

𝑁̅
𝑘(𝑡−1)

𝑁̅

𝑡=1

 (2) 

where 𝑿𝒊 = [ 𝒙𝟏𝒊 𝒙𝟐𝒊  ⋯ 𝒙𝑵̅𝒊]
𝑻, and 

i = 𝟏, 𝟐, ⋯ , 𝐲, 𝐚𝐧𝐝 [∙]𝑻 represents the transpose from vector [∙], 
𝒌 = 𝟎, 𝟏, 𝟐, ⋯ , 𝑵̅ − 𝟏. 

2.2.3. Splitting Data 

The datasets used need to be divided into training/testing subsets 

for benchmarking. Training sets are used to train the model, and 

test sets are used to evaluate the model [18]. In this study used a 

ratio of 90:10. If there are 1000 then 900 data will be the training 

data used to train the model and 100 data will be the test data used 

to test the model. 

2.2.4. Model Training 

The GRU-LSTM hybrid model is built using the GRU and LSTM 

layers provided by the keras library. 

• Gated Reccurent Unit 

Gated Recurrent Unit (GRU) is one of the most promising 

Recurrent Neural Network (RNN) algorithms [11]. In terms of 

operation, the GRU and LSTM work in the same way but the GRU 

cell uses a hidden state that combines the forget gate and input gate 

into an update gate. In addition, GRU also combines hidden and 

cell states into one state [17]. Therefore, the GRU is referred to as 

the simplified LSTM variant [9]. The equation used in the GRU is 

as follows [19]: 

𝑧𝑡  =  σ(𝑊𝑧 ∙  𝑥𝑡 +  𝑈𝑧  ∙  ℎ(𝑡−1) + 𝑏𝑧) (3) 

𝑟𝑡  =  σ(𝑊𝑟 ∙  𝑥𝑡 +  𝑈𝑟  ∙  ℎ(𝑡−1) +  𝑏𝑟) (4) 

ℎ̃𝑡  =  tanh (𝑊ℎ ∙  𝑥𝑡 + (𝑟𝑡 ∘ 𝑈ℎ  ∙  ℎ(𝑡−1)) +  𝑏ℎ)  (5) 

ℎ𝑡  =  𝑧𝑡  ∘ ℎ(𝑡−1) + (1 − 𝑧𝑡) ∘  ℎ̃𝑡 (6) 

where 𝑧𝑡 is update gate, σ sigmoid activation function, 𝑊𝑧 is update 

gate weight, 𝑈𝑧 is hidden state weight, 𝑥𝑡 is input value (input 

vector x in timestep t), ℎ(𝑡−1) is previous vector cell value state, 𝑏𝑧 

is bias update gate, 𝑟𝑡 is reset gate, 𝑊𝑟  is reset gate weight, 𝑈𝑟 is 

hidden state weight, 𝑏𝑟 is reset gate bias, ℎ̃𝑡 is Output candidate 

from cell state vector, 𝑊ℎ is cell state vector weight, 𝑈ℎ is hidden 

state weight, 𝑏ℎ is cell state vector bias, and ℎ𝑡 is cell state vector. 

The GRU architecture is as follows [9]: 

 
• Long-Short Term Memory 

Long-Short Term Memory (LSTM) is a type of Recurrent Neural 

Network (RNN) that allows the network to maintain long-term 

dependencies between data at a certain time from many timesteps 

compared to conventional RNNs because LSTM uses special 

hidden blocks that remember input data for a long time. old [20], 

[21]. A common LSTM unit consists of a memory cell, forget gate, 

input gate and output gate, where the purpose of the forget gate is 

to selectively forget information in the cell state, the input gate 

decides what new information is stored in the cell state, and the 

output gate decides what value. that we want to get out. The cell 

remembers values over variable time intervals and three gates 

regulate the flow of information into and out of the cell [22]. The 

process of implementing the LSTM is as follows [23]: 

𝑓𝑡 =  𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑓) (3) 

𝑖𝑡 =  𝜎(𝑊𝑖 ∙ [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑖) (4) 

C̃𝑡 =  𝑡𝑎𝑛ℎ(𝑊𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑐) (5) 

𝑐𝑡 = (𝑓𝑡 ∗  𝑐𝑡−1 + 𝑖𝑡 ∗ C̃𝑡) (6) 

𝑜𝑡 =  𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (7) 

ℎ𝑡 =  𝑜𝑡 ∗ tanh ( 𝑐𝑡) (8) 

Where f𝑡 is forget gate, 𝜎 is sigmoid activation function, 𝑊𝑓 is 

forget gate weight, ℎ𝑡−1 is previous hidden state cell value, 𝑥𝑡 is 

input value (input vector x in timestep t), 𝑏𝑓 is forget gate bias, 𝑖𝑡 

is input gate, 𝑊𝑖 is input gate weight, 𝑏𝑖 is input gate bias, C̃𝑡 is 

candidate gate, Tanh is tanh activation function, 𝑊𝑐 is candidate 

gate weight, 𝑏𝑐 is candidate gate bias, 𝑐𝑡 is cell gate, 𝑖𝑡 is input 

gate, C̃𝑡 is candidate gate, 𝑓𝑡 is forget gate, 𝑐𝑡−1 is previous cell 

state value, 𝑜𝑡 is output gate , 𝑊𝑜 is output gate weight, 𝑏𝑜 is 

output gate bias, ℎ𝑡 is hidden state, 𝑐𝑡 is cell gate. The LSTM 

architecture is as follows [9]: 

 

2.2.5. Model Testing 

Model testing is done by utilizing test data to test the GRU-LSTM 

hybrid model that has been built previously.  

2.2.6. RMSE, MAE dan R-Squared Evaluation 

The model test results will be used for performance calculations 

using: 

• Root Mean Squared Error (RMSE) 

RMSE is one way to test the accuracy of the prediction results by 

calculating the root of the error value between the predicted value 

 

Fig.  5. GRU Architecture 

 

Fig.  6. LSTM Architecture 
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and the actual value [24]. The equation for calculating the RMSE 

value is [25]: 

RMSE =  √∑
(ỹ𝑖 − 𝑦𝑖)2

𝑛

𝑛

𝑖=1

 (1) 

• Mean Absolute Error (MAE) 

Mean Absolute Error (MAE) is a measure of absolute error 

between the predicted data and the original data regardless of 

whether the error is positive or negative [26]. The equation for 

calculating the MAE value is [25]: 

MAE =  
1

𝑛
∑|ỹ𝑖 −  𝑦𝑖|

𝑛

𝑖=1

 (2) 

• R-Squared (R2) 

R-Squared (R2) or commonly known as the coefficient of 

determination is a statistical measure to study the correlation 

between the actual data and the predicted data. R2 can have a value 

between -∞ to 1 where the closer the value of R2 is to 1, the more 

suitable the existing model with the dataset [11], [24]. The 

equation for calculating the value of R2 is [25]: 

Y̅  =  
1

𝑛
∑ 𝑦𝑖

𝑛

𝑖=1

 
(3) 

𝑅2  =  1 − 
∑ (ỹ𝑖 − 𝑦𝑖)2𝑛

𝑖=1

∑ (Y̅ − 𝑦𝑖)2𝑛
𝑖=1

 (4) 

Where n  is total data, i  is (1, 2, 3, 4, 5, …, l), l represents overall 

data, Y̅  is mean of actual data, 𝑦i  is actual value, and ỹi is 

prediction value  

2.3. Testing 

 The test scheme that will be carried out is to test the model using 

1 to 15 input parameters. One of the tests will use 7 data per day as 

input parameters to get 1 target data. The illustration of the data 

series is as follows: 

With d1 = data for the first day, and d(n) = data for the last day 

 

 

Therefore, the data from Table 1 will be changed to be the data like 

shown in Table 2. in this test scheme. 

Table 2. Series Data Example 

d-7 d-6 d-5 d-4 d-3 d-2 d-1 y 

25.60 25.50 26.50 25.70 27.00 25.90 25.10 24.60 
25.50 26.50 25.70 27.00 25.90 25.10 24.60 25.70 

26.50 25.70 27.00 25.90 25.10 24.60 25.70 27.00 
25.70 27.00 25.90 25.10 24.60 25.70 27.00 26.90 

…. … …. … …. …. … … 

27.00 26.70 27.20 25.40 26.60 25.50 26.80 27.20 

 

And after the data is made into a series for the next process, only 

the last 9000 data are taken to make it easier to compare the 

prediction results. 

2.4. Result Analysis 

The results of model testing will be measured using Root Mean 

Squared Error (RMSE), Mean Absolute Error (MAE), and R-

Squared (R2). The smaller the RMSE and MAE values obtained, 

the better the performance of the tested model and the closer to 1 

R2 value, the better the resulting model. Training Time of all 

models will also be compared to find out which model has the 

fastest performance. 

3. Result and Discussion 

 The GRU-LSTM model was built using the python language on 

the Google Colab platform by utilizing a number of python 

libraries in the form of time, numpy, pandas, sklearn, tensorflow, 

and keras. The final 9000 datasets were trained and tested using 

each test scheme. The GRU-LSTM model has the following 

architecture [12]: 

 

The GRU model is built using 2 GRU Layers and 2 Dense Layers 

with 240 neuron sizes. The first GRU layer uses ReLU activation, 

the second GRU layer uses ELU activation, and the second Dense 

layer uses ReLU activation. The LSTM model is built using 2 

LSTM Layers and 2 Dense Layers with 240 neuron sizes. The first 

LSTM layer uses ReLU activation, the second GRU layer uses 

ELU activation, and the second Dense layer uses ReLU activation. 

The GRU model and the LSTM model are combined into a parallel 

GRU-LSTM model using the add() function from hard.layers. 3 

Dense Layers with ELU activation and 240 neuron sizes, as well 

as 1 Danse Layer with Linear activation and 240 neuron sizes are 

added to the model. Finally add a Dense Layer with 1 neuron size 

as the output of the model. The model is built using Adam 

Optimizer, learning rate is 0.00015, L2 Regularizer is 10-4, epochs 

is 20, and batch_size is 64. Each test scheme will be trained using 

this GRU-LSTM hybrid model. The test results are as follows: 

 

Fig.  7. Series Data Illustration 

 

Fig.  8. Hybrid GRU-LSTM Model Architecture 
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Table 3. Model Performance Comparison 

Input 

Parameter 
RMSE MAE R2 Time (s) 

1 day 0.45081751 0.32993866 0.77590259 96.433 

2 days 0.22562910 0.16555785 0.94386606 90.817 

3 days 0.24706736 0.18409586 0.93269210 90.079 

4 days 0.23005558 0.17321041 0.94164194 89.001 

5 days 0.20390064 0.15547242 0.95415706 84.512 

6 days 0.17912732 0.13597287 0.96461991 84.532 

7 days 0.15828254 0.12030653 0.97237506 87.688 

8 days 0.14052133 0.10615760 0.97822692 80.318 

9 days 0.12531493 0.09481178 0.98268427 89.792 

10 days 0.11240998 0.08529736 0.98606699 84.283 

11 days 0.10170763 0.07749825 0.98859376 91.876 

12 days 0.09417731 0.07221779 0.99022025 89.675 

13 days 0.08587602 0.06600229 0.99186834 156.971 

14 days 0.07946998 0.06097010 0.99303628 154.703 

15 days 0.07499580 0.05774831 0.99379832 107.777 

 

The RMSE and MAE values of the Hybrid GRU-LSTM model 

using 1 input parameter are very high, when the number of input 

parameters is added to 2 the RMSE and MAE values decrease 

significantly. When the input parameters are added to 3 the RMSE 

and MAE values of the model again increase and decrease again 

when using 4 input parameters. In the next test, starting from 5 

input parameters, 6 parameters, up to 15 parameters the RMSE and 

MAE values continue to decrease slowly. 

The R2 value of the Hybrid GRU-LSTM model using 1 input 

parameter is quite low, but when the number of input parameters 

is added to 2, the R2 value increases significantly. When the input 

parameter is added to 3, the R2 value of the model drops again and 

increases again when using 4 input parameters. In the next test, 

starting from 5 input parameters, 6 parameters, up to 15 parameters 

the RMSE and MAE values continue to decrease slowly. 

The duration of model training is not significantly affected by the 

number of input parameters. In testing using 1 to 6 input 

parameters, the training duration of the model is getting faster. And 

again, slowed down when testing 7 input parameters. When using 

8 parameter inputs, the model's training duration increases again 

and slows down again when 9 parameter inputs are used. Likewise, 

for testing 10, 11 and 12 input parameters, the duration is getting 

faster, slower and faster again. Then when the input parameters are 

added to 13 input parameters, the duration of the model training 

slows down significantly, from 90s to 159s and becomes 154s in 

the test using 14 parameter inputs and becomes 107s in the last test 

using 15 input parameters. 

4. Conclusion 

This study was conducted to see the effect of the number of input 

parameters on the performance results of the GRU-LSTM hybrid 

model when predicting air temperature. By changing the number 

of inputs, the model's performance parameters also change. 

Increasing the number of input parameters makes the performance 

model results also increase, but when using 3 input parameters the 

performance model decreases. The worst model performance is 

using only 1 input parameter and then 3 input parameters. The best 

performance model is on 15 parameter inputs, but the duration of 

model training on tests using more than 12 parameter inputs is 

greatly increased. The model with the best performance is obtained 

when using more input parameters. However, model with the best 

performance and don't take a long training time, it used 12 input 

parameters in this case. 
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