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Abstract: Intrusion detection and classification is one of the most essential and challenging process in the Wireless Sensor Network 

(WSN). Typically, the wireless networks are highly susceptible to different types of network attacks, because which reduces the lifetime 

of entire network by interrupting the data transmission and communication operations. Hence, the conventional works intends to develop 

an efficient Intrusion Detection System (IDS) frameworks by using the optimization and classification methodologies. Still, it facing the 

problems of high complexity in operations, more time for data training, high error rate, and inefficient detection. So, this research work 

objects to develop an intelligent and advanced IDS framework by implementing the novel optimization based classification 

methodologies. For this purpose, a hybrid Artificial Fish Integrated Particle Swarm Optimization (AFIPSO) mechanism is deployed to 

optimally select the features for training the data models of classifier. Consequently, the Random Artificial Neural Network Integrated 

Gradient Descent (RANN-GD) is implemented for accurately spotting the intrusions from the given IDS datasets based on the optimal 

number of features. For testing and validation, three different and emergent IDS datasets such as NSL-KDD, UNSW-NB 15 and WSN-

DS have been utilized in this work. During evaluation, the performance of both existing and proposed techniques are validated and 

compared by using various performance measures. 

Keywords: Wireless Sensor Network (WSN), Intrusion Detection System (IDS), Artificial Fish Integrated Particle Swarm Optimization 

(AFIPSO), Random Artificial Neural Network Integrated Gradient Descent (RANN-GD), Security, and Classification. 

 

1. Introduction 

Wireless Sensor Network (WSN) [1, 2] has been increasingly 

utilized in many applications such as environmental monitoring, 

healthcare systems, transportation and logistics, military 

environment, and industrial systems. Because, it provides an 

enormous benefits such as high flexibility, more suitable for 

large-scale systems, increased speed in process, less maintenance, 

and reduced cost. Generally, the WSN [3, 4] is a kind of special 

communication network that comprises the large number of 

sensor nodes that are connected with each other through wireless. 

In this environment, the nodes are more responsible for 

accomplishing the general tasks such as tracking and monitoring. 

The general communication architecture [5] of WSN is shown in 

Fig 1, where the sensor nodes are interlinked with the gateway 

systems for communication.  

 

Fig 1. General structure of WSN 

But, providing security [6-8] to this type of network is one of the 

most challenging and difficult task due to the random positioning 

of nodes. Typically, the intrusions or attackers can target to affect 

the communication of network by interrupting the normal 

operations [9, 10]. Also, it may affect the lifetime of both 

communicating nodes and network. Hence, it is more essential to 

increase the security of WSN against the network attacks. For this 
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purpose, there are different types of attack detection and 

classification methodologies have been developed in the 

conventional works. The existing approaches [11, 12] are mainly 

focusing on developing the classification methodologies for 

identifying the intrusions from the datasets. Yet, it facing some of 

the challenges [13-15] in intrusion detection and classification, 

which includes difficult computational operations, requires more 

time consumption, increased misclassification results, and error 

rate. Hence, the proposed work intends to develop an advanced 

Intrusion Detection System (IDS) framework for accurately 

locating and categorizing the types of intrusions from the given 

IDS datasets with reduced complexity and increased detection 

efficiency. The primary objectives of this research methodology 

are listed as follows: 

 

• To avoid the misclassification rate and error rate, the input IDS 

datasets have been preprocessed by using the min-max 

normalization. 

• To select the optimal number of features according to the 

global best fitness value, an intelligent and hybrid Artificial 

Fish Integrated Particle Swarm Optimization (AFIPSO) 

mechanism is developed. 

• To accurately predict the classified label based on the optimal 

features set, an advanced Random Artificial Neural Network 

Integrated Gradient Descent (RANN-GD) based machine 

learning model is implemented. 

• To assess the detection performance and efficiency of the 

proposed methodology, various evaluation metrics have been 

validated during analysis. 

The remaining portions of this paper are segregated into the 

following sections: the existing optimization and classification 

techniques used for developing an IDS framework in WSNs are 

surveyed with its advantages and disadvantages in Section II. The 

clear working description of the proposed methodology is 

presented with its appropriate flow of illustration in Section III. 

The performance and comparative analysis of the proposed 

intrusion detection methodology are validated by using various 

measures in Section IV. Finally, the overall paper is summarized 

with its future scope in Section V.  

2. Related Works 

This unit investigates some of the conventional optimization and 

classification methods used for ensuring the security of WSN 

against the harmful network intrusions. Also, it analyzes the 

advantage and disadvantages of each mechanism according to its 

features and characteristics.  

Kavousi-Fard, et al [16] implemented a Lower and Upper Bound 

Estimation (LUBE) model for detecting anomalies from the given 

dataset. This work mainly contributes to improve the accuracy 

and detection efficiency of anomaly prediction system by using 

the Symbiotic Organisms Search (SOS) model. Also, this paper 

investigated the different types of cyber-attacks with its effect in 

WSN that includes slammer worm, DoS attack, Havex malware, 

and DDoS attack. Moreover, the performance of this work was 

validated according to the measures of hit rate, false alarm rate, 

miss rate, and correct rejection rate. Yet, this paper limits with the 

major problems of increased error value and inefficient detection 

performance. Ahmad, et al [17] implemented a k-medoid 

customized clustering technique for developing a hybrid anomaly 

detection framework. Typically, the performance of WSN could 

be highly affected by the hybrid anomalies, because which 

interrupts the normal operations of the network. The key benefits 

of using the k-medoids clustering technique are as follows: 

increased convergence rate, fast in process, and easy to 

implement. Yet, it facing the problems related to the issues of 

reduced network scalability, reliability, and high delay in 

processing. Baig, et al [18] developed an intelligent attack 

detection framework for identifying the DoS attacks in the 

network. The main purpose of this work was to ensure the 

security properties of data integrity, confidentiality, and 

availability during transmission and communication. Here, two 

different types of techniques such as volume based detection and 

feature based detection have been investigated for spotting the 

attacks according to the volume of traffic. Moreover, the average 

dependency estimator has been utilized for exactly differentiating 

the legitimate and attack traffic. Despite of advantages, it has 

some other drawbacks in complex computational operations, and 

increased misclassification results.  

Nancy, et al [19] employed a fuzzy temporal decision tree 

classification mechanism for developing an intrusion detection 

framework in WSN. In this system, the dynamic recursive feature 

selection mechanism has been utilized for selecting the most 

optimal features in order to improve the performance of 

classification. Moreover, an intelligent decision tree based 

machine learning mechanism was also used for predicting the 

normal and attacking data. Premkumar and Sundararajan [20] 

developed a Deep Learning based Defense Mechanism (DLDM) 

for accurately predicting the DoS attacks in WSN. Here, the 

different types of networking attacks have been examined with its 

appropriate defense models. It includes the types of flooding, de-

synchronization, blackhole, collision, haming, exhaustion, and 

unfairness. The key benefits of this model were ensured detection 

performance, minimized false positives, and increased accuracy. 

Tan, et al [21] deployed a Synthetic Minority Oversampling 

Technique (SMOTE) incorporated with the random forest 

algorithm for an efficient intrusion detection system. The purpose 

of this paper was to provide the suitable solution for solving the 

class imbalance problem with ensured performance rate. 

Typically, the random forest was a kind of ensemble based 

learning methodology and, mainly used for solving the multi-

objective classification problems. Here, the SMOTE analysis was 

performed for improving the training model of attack detection. 

The limitations behind this work were inability in handling large 

dimensional dataset, reduced accuracy, and complexity in tree 

construction.  

Lima Filho, et al [22] implemented a machine learning based 

intrusion detection methodology for identifying the DoS attacks 

in the WSN. This paper highly intended to reduce the false alarm 

rate and network traffic with better attack detection performance. 

For this purpose, an automatic feature selection mechanism was 

utilized in this paper, which helps to determine the signature for 

adopting the smart detection. Based on the session value of 

extracted packets, the normal and attacking traffic have been 

effectively segregated by using this model. The primary 

advantages of this work were optimal performance, better 

accuracy in detection, and it enabled the smart detection process. 

Otoum, et al [23] deployed a Restricted Boltzmann Machine 

based Clustered IDS (RBC-IDS) methodology for infrastructure 

of WSN in order to prevent it from the harmful attacks. For 

improving the detection performance, the clustering methodology 

has been implemented, where the cluster head selection could be 
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performed based on the mobility factor, cumulative time, and 

weight value. Yet, the efficiency of this system was not up to 

mark, which degrades the performance of entire system.  

Wazid, et al [24] developed a new intrusion detection framework, 

named as, Routing Attack Detection and Edge based – IoT 

(RAD-ET) for ensuring the security of WSNs. The main purpose 

of this work was to design an efficient anomaly detector for 

categorizing the legitimate and suspecting nodes from the 

network. Also, it objects to increase the packet delivery ratio by 

identifying the abnormal traffic flow. The benefits of this work 

were minimized computation and communication cost 

consumption. Hongsong, et al [25] utilized a Hilbert Huang 

Transform (HHT) based time frequency signal analysis method 

for identifying the low-rate DoS attacks with reduced false 

positives. Also, a spark based correlation coefficient model was 

employed for increasing the detection accuracy of IDS. In 

addition to that, the pearson correlation coefficient and spearman 

rank correlation coefficient have been estimated for validating the 

performance of this system. Still, it has the limitations of reduced 

speed of processing, and requires more time consumption.  

Tamilarasi and Santhi [26] employed a Particle Swarm 

Optimization (PSO) based secured path selection mechanism for 

enabling the reliable data transmission in WSN. Here, the best 

optimal solution was identified based on the updation of weight 

values. This work mainly intends to obtain an increased packet 

delivery ratio, network throughput and network lifetime by 

establishing the valid and secured data transmission across the 

nodes in the network. However, it has the key problems of 

reduced speed, and increased energy consumption, which affects 

the performance of overall networking systems. Jiang, et al [27] 

developed a Sequence Backward Selection (SBS) algorithm for 

spotting the intrusions from the WSN. This work analyzed the 

different types of attacks that interrupts the regular operations of 

network, which includes blackhole, grayhole, flooding, and 

scheduling attacks. Moreover, it examined the performance of 

various feature selection methodologies used for selecting the 

suitable algorithm for attack detection and classification. 

Gopalakrishnan et al. (2016)  discussed the detection of link 

failure due to the presence of malicious node by determining the 

gain of each link in the network. Also the detection of link failure 

due to the presence of malicious node by determining the gain of 

each link in the network 

Based on this study, it is analyzed that the conventional works are 

highly objects to develop different types of classification 

algorithms for ensuring the security of WSN by protecting it from 

the network intrusions/attacks. However, it facing the problems 

related to the issues of increased complexity in algorithm design, 

inability to handle large dimensional datasets, increased 

misclassification results, and high false positives. Hence, the 

proposed work objects to develop an efficient and advanced 

mechanism for detecting intrusions in the WSN.  

3. Proposed Methodology 

This section discusses about the working methodology and 

operations of the proposed intrusion detection system with its 

appropriate flow and illustrations. The key contribution of this 

paper is to develop an optimization based classification 

methodology for accurately predicting the intrusions from the 

given datasets with reduced false positives and error values. For 

this purpose, an intelligent Artificial Fish Integrated Particle 

Swarm Optimization (AFIPSO) and Random Artificial Neural 

Network Integrated Gradient Descent (RANN-GD) techniques 

have been implemented in this work. Here, there are two different 

and most popular IDS datasets such as NSL-KDD, UNSW-NB15, 

and WSN-DS have been utilized for testing and validating the 

proposed IDS framework. The overall working flow of the 

proposed system is shown in Fig 2, which includes the following 

modules:  

• Dataset preprocessing 

• AFIPSO based feature selection 

• RANN-GD based classification 

After obtaining the dataset, it has been preprocessed for 

normalizing the attributes and features, because the original 

dataset is unbalanced and random. Hence, it must be 

preprocessed before using it for further operations, which helps to 

improve the accuracy of classification. Consequently, the set of 

most optimal number of features have been extracted and selected 

from the preprocessed dataset by using the AFIPSO mechanism. 

It elects the optimal features according to the global best fitness 

value, which are used for training the classifier. Here, a hybrid 

and advanced RANN-GD based machine learning classifier is 

employed for exactly predicting the intrusions with reduced 

computational complexity and increased detection efficiency. The 

primary advantages of using the proposed AFIPSO with RANN-

GD mechanisms are listed in below: 

• Optimal performance outcome 

• Improved detection accuracy 

• Minimal time consumption and complexity 

• Ability to handle large dimensional datasets 

• Increased convergence rate and speed of processing  

 

 

Fig 2. Working flow of the proposed methodology 
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3.1 Dataset Preprocessing 

At first, the popular IDS datasets such as NSL-KDD, UNSW-

NB15, and WSN-DS are considered as the inputs for processing. 

Typically, the raw datasets have some missing attributes, random 

values, and irrelevant information, which affects the performance 

of attack detection and classification. Hence, it must be 

preprocessed before using it for further operations, because the 

overall performance of IDS framework is highly depends in the 

input datasets. During this processing, the data normalization, 

filling the missing values, eliminating the unwanted information, 

and random values removal have been performed. Also, the min-

max normalization is applied for avoiding the loss of information 

or features. The main advantage of using this technique is, it 

efficiently improves the performance of classification with 

reduced information loss and increased accuracy. Here, the 

minimum and maximum values are calculated for the given 

dataset as shown in below: 

DSh
∗ =

rh−Minh

Maxh−Minh
                  (1) 

Where, DSh
∗  indicates the normalized dataset having h number of 

features, rh is the original data of h dimensional features, Maxh 

and Minh denotes the minimum and maximum values of h 

dimensional features respectively. This normalized dataset can be 

used for further attack detection and classification operations. 

3.2 Artificial Fish Integrated Particle Swarm Optimization 

(AFIPSO) based Feature Selection 

After preprocessing the dataset, the most optimal number of 

features are selected by using the AFIPSO technique. Typically, 

the increased dimensionality of dataset features can affect the 

performance of classifier with increased time consumption and 

reduced speed of processing. Hence, the feature selection or 

optimization is considered as one of the most essential process of 

any prediction/classification frameworks. So, the proposed work 

intends to implement an efficient and advanced optimization 

methodology for selecting the most suited features according to 

the identified global optimal solution. Here, the AFIPSO 

technique is developed by integrating the functionalities of two 

different optimization techniques such as Fish Swarm 

Optimization (FSO) and Particle Swarm Optimization (PSO). 

Normally, these are the kind of meta-heuristic optimization 

techniques and extensively utilized in many application systems 

for solving the multi-objective optimization problems. Due to its 

increased convergence rate, speed of processing, and efficient 

solution, the proposed work objects to incorporate these two 

methodologies for developing an accurate IDS framework. In this 

system, the parameters of PSO could be optimized by using the 

FSO for identifying the optimal particles.  

In this technique, the parameters such as si
x, si

x+1 are considered 

as the integers ranging from minimum to maximum values. Here, 

the fitness function is computed by using the following model: 

𝐹𝑖𝑡𝑉 = (1 − 𝑤1 − 𝑤2 − 𝑤3 − 𝑤4 − 𝑤5) × 𝐸𝑅 + 𝑤1 ×
𝑁𝐿

𝑚𝑎𝑥𝑑𝑖𝑚
+ 𝑤2 ×

𝑠𝑢𝑚 (𝑠𝑖)

𝑁𝐿×𝑚𝑎𝑥𝑛
+ 𝑤3 × 𝐹𝑃𝑅 + 𝑤4 × 𝐹𝑁𝑅 + 𝑤5 × 𝐷𝑅

           (2) 

Where, 𝑤1, 𝑤2, 𝑤3, 𝑤4 and 𝑤5 ∈ [0,1] indicates the weight 

values, 𝐸𝑅 is the error value, 𝑁𝐿 denotes the number of hidden 

layers, 𝑚𝑎𝑥𝑛 defines the maximum number of neurons, and 

𝑠𝑢𝑚 (𝑠𝑖) denotes the total number of layers in the network model 

that is estimated as follows: 

𝑠𝑢𝑚 (𝑠𝑖) = ∑ 𝑁(ℎ𝑖𝑑𝑖𝑗)𝑛
𝑗=1                           (3) 

Consequently, the position and speed of optimization have been 

computed by using the following models: 

𝑀𝑆𝑖𝑗
𝑥+1 = 𝑤𝑒𝑖 × 𝑀𝑆𝑖𝑗

𝑥 + 𝐿1 × 𝑟𝑎𝑛𝑖1 × (𝑝𝑏𝑖𝑗
𝑥 − 𝑠𝑖𝑗

𝑥 ) +

𝐿2 × 𝑟𝑎𝑛𝑖2 × (𝑔𝑏𝑗
𝑥 − 𝑠𝑗

𝑥)         (4) 

𝑠𝑖𝑗
𝑥+1 = 𝑠𝑖𝑗

𝑥 + 𝑀𝑆𝑖𝑗
𝑥+1         (5) 

Where, x indicates the number of iterations ranging from i = 1, 2, 

3… p (p indicates the number of all particles), j = 1, 2, 3 … d (d 

indicates the total number of dimensions),  𝑟𝑎𝑛𝑖1 and 𝑟𝑎𝑛𝑖2 are 

the random numbers lies between the range of 0 and 1, 𝑝𝑏𝑖𝑗
𝑥  is the 

optimal position of ith particle and jth dimension, 𝑔𝑏𝑗
𝑥 defines the 

global optimal position of swarm, 𝐿1, 𝐿2 are the learning factors, 

and 𝑀𝑆𝑖𝑗
𝑥  denotes the moving speed of ith particle with xth 

iteration. According to the convex function, the inertial weight 

value is estimated with respect to the number of iterations as 

shown in below: 

𝑤𝑒𝑖 = (𝑤𝑒𝑚𝑎𝑥 − 𝑤𝑒𝑚𝑖𝑛) × (1 −
𝑖𝑡𝑟

𝑚𝑎𝑥𝑖𝑡𝑟
)

3
+ 𝑤𝑒𝑚𝑖𝑛                  (6) 

Where, 𝑤𝑒𝑚𝑎𝑥 and 𝑤𝑒𝑚𝑖𝑛 denotes the minimum and maximum 

weight values respectively, and 𝑚𝑎𝑥𝑖𝑡𝑟 indicates the maximum 

number of iterations. After that, the particles can learn 

themselves, where the learning factor L1 can decrease and L2 can 

get increase according to the exploration of particles. Finally, the 

learning factors are updated with respect to the iteration and 

maximum number iterations as shown in below: 

𝐿1 = 𝐶𝑜𝑛1 − 𝐶𝑜𝑛2 × (
𝑖𝑡𝑟

𝑚𝑎𝑥𝑖𝑡𝑟
)        (7) 

𝐿2 = 𝐶𝑜𝑛2 + 𝐶𝑜𝑛1 × (
𝑖𝑡𝑟

𝑚𝑎𝑥𝑖𝑡𝑟
)        (8) 

Where, 𝐶𝑜𝑛1 and 𝐶𝑜𝑛2 indicates the constant values, and 𝐶𝑜𝑛1 >

𝐶𝑜𝑛2. Subsequently, the global best optimization of particles is 

estimated as follows: 

𝑠𝑖
𝑥+1 = 𝑠𝑖

𝑥 + (𝑠𝑗 − 𝑠𝑖
𝑥) × 𝑟𝑎𝑛        (9) 

Where, 𝑟𝑎𝑛 indicates the random function that generates the 

random values from 0 to 1 and is updated as shown in below: 

𝑠𝑘 = 𝑠𝑖
𝑥 + 2 × (𝑟𝑎𝑛 − 0.5). 𝑉𝑖𝑠             (10) 

Where, Vis indicates field of vision of fish that is computed as 

follows: 

𝑠𝑖
𝑥+1 = 𝑠𝑖

𝑥 + 2 × (𝑟𝑎𝑛 − 0.5) × 𝑆𝑡𝑓𝑖𝑠ℎ × (𝑠𝑘 − 𝑠𝑘
𝑥)               (11) 

Where, 𝑆𝑡𝑓𝑖𝑠ℎ denotes the step size of fish as shown in below: 

𝑠𝑖
𝑥+1 = 𝑠𝑖

𝑥 + 2 × (𝑟𝑎𝑛 − 0.5) × 𝑆𝑡𝑓𝑖𝑠ℎ          (12) 

Based on the updated value, the global best optimal solution is 

calculated by using the AFIPSO mechanism, and the obtained 

solution can be used to select the optimal number of features for 

classification. In this model, the main reason of using this 

optimization technique is to reduce the dimensionality of 
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features, because the high number of features can increase the 

complexity of data training. Hence, the proposed system objects 

to select the optimal number of features for improving the 

performance of intrusion detection and classification.  

3.3 Random Artificial Neural Network Integrated Gradient 

Descent (RANN-GD) Classification 

 After selecting the optimal number of features, the RANN-GD 

classification approach is applied to accurately classify the 

intrusions from the preprocessed datasets. The RANN-GD is a 

kind of machine learning based classification technique, which is 

developed based on the integration of Artificial Neural Network 

(ANN) and Gradient Descent Boost (GDB) classification 

techniques. Here, the main purpose of using this technique is to 

predict the intrusions from the IDS datasets with reduced error 

rate, false positives, and computational complexity. The key 

benefits of using the proposed RANN-GD classifier are as 

follows: 

 

• Distributed operating nature 

• Ability to handle large size data with reduced computational 

operations 

• Increased accuracy and detection performance 

• Minimal computational time 

• Better predictive results due to the probability and non-

negativity constraints 

According to the potentiality of received data, the exhibition and 

inhibition states of neurons exist in the different layers have been 

determined. If it’s a positive value, it can proceed with the 

exhibition state; otherwise, it can goes to the inhibition state. 

Based on the received data, the positive or negative data is 

determined with the probabilities of 𝑝𝑟𝑜+(𝑎, 𝑏) and 𝑝𝑟𝑜−(𝑎, 𝑏), 

and its probability function is estimated as shown in below: 

𝑝(𝑎) + ∑ 𝑝𝑟𝑜+(𝑎, 𝑏) + 𝑝𝑟𝑜−(𝑎, 𝑏)𝑁
𝑏=1 = 1,   ∀𝑎                    (13) 

Subsequently, the weight values are updated as shown in below: 

𝑤𝑒+(𝑎, 𝑏) = 𝑡𝑟𝑠𝑎𝑝𝑟𝑜+ + (𝑎, 𝑏) ≥ 0                     (14) 

𝑤𝑒−(𝑎, 𝑏) = 𝑡𝑟𝑠𝑎𝑝𝑟𝑜− + (𝑎, 𝑏) ≥ 0                     (15) 

Similar to that, the probability of data is computed by using the 

poisson distribution function. Hence, the positive and negative 

values of neuron is determined by using the Poisson rate 𝛬(𝑎) 

and 𝛤(𝑎) correspondingly. Then, these values are mathematically 

represented as shown in below: 

𝜆+(𝑏) = ∑ 𝑒(𝑏)𝑟𝑎𝑛(𝑏)𝑝𝑟𝑜+(𝑏, 𝑎) + 𝛬(𝑖)𝑛
𝑏=1                     (16) 

𝜆−(𝑏) = ∑ 𝑒(𝑏)𝑟𝑎𝑛(𝑏)𝑝𝑟𝑜−(𝑏, 𝑎) + 𝛬(𝑖)𝑛
𝑏=1                     (17) 

Based on the probability values, the transmission rate is estimated 

by using the following equation: 

𝑒(𝑎) =
𝜆+(𝑏)

𝑝𝑟𝑜(𝑎)+𝜆−(𝑎)
       (18) 

Moreover, the probability of transmission rate is computed as 

follows: 

𝑝𝑟𝑜(𝑎) = (1 − 𝑘(𝑎))−1 ∑ [𝑤𝑒+(𝑎, 𝑏) + 𝑤𝑒−(𝑎, 𝑏)]𝑁
𝑏=1          

(19) 

Then, the weight of positive and negative values are updated as 

shown in below: 

𝑤𝑒(𝑖) = ∑ [𝑤𝑒+(𝑎, 𝑏) + 𝑤𝑒−(𝑎, 𝑏)]𝑁
𝑏=1                    (20) 

Here, the overall MSE of classification is reduced by computing 

the local minima with the help of GD model as shown in below: 

𝐸𝑟𝑟𝑃 =
1

2
∑ 𝛽𝑖(𝑝𝑟1𝑏

𝑜𝑝
− 𝑝𝑟2𝑏

𝑜𝑝
)2   𝛽𝑖 ≥ 0𝑛

𝑎=1                    (21) 

Where, the 𝛽𝑖  indicates the output state of neuron that lies in the 

range of (0, 1), 𝑝𝑟1𝑏
𝑜𝑝

 and 𝑝𝑟2𝑏
𝑜𝑝

 are the predicted output values. 

After the training the neurons q and r, the weight values of 

𝑤𝑒+(𝑞, 𝑟) and 𝑤𝑒−(𝑞, 𝑟) are estimated by using the following 

equations: 

𝑤𝑒𝑞,𝑟
+𝑥 = 𝑤𝑒𝑞,𝑟

+(𝑥−1)
− 𝜂 ∑ 𝛽𝑖(𝑝𝑟1𝑏

𝑜𝑝
− 𝑝𝑟2𝑏

𝑜𝑝
) [

𝜕𝑝𝑟1𝑎

𝜕𝑤𝑒𝑞,𝑟
+ ]

𝑥−1
𝑛
𝑖=1   (22) 

Similar to that, the negative weight value is updated as shown in 

below: 

𝑤𝑒𝑞,𝑟
−𝑥 = 𝑤𝑒𝑞,𝑟

−(𝑥−1)
− 𝜂 ∑ 𝛽𝑖(𝑝𝑟1𝑏

𝑜𝑝
− 𝑝𝑟2𝑏

𝑜𝑝
) [

𝜕𝑝𝑟1𝑎

𝜕𝑤𝑒𝑞,𝑟
− ]

𝑥−1
𝑛
𝑖=1    (23) 

According to this weight value, the RANN-GD model can predict 

the accurate classified label with reduced error value and 

increased accuracy. 

4. Results and Discussion 

This section discusses about the simulation results and 

comparative analysis of both conventional and proposed 

methodologies by using various evaluation measures. In order to 

prove the effectiveness and superiority of the proposed model, 

some of the recent state-of-the-art IDS models have been 

considered for comparative analysis. During validation, the 

measures such as accuracy, precision, recall, f-measure, False 

Acceptance Rate (FAR), Area under Curve (AUC), True Positive 

Rate (TPR), and False Positive Rate (FPR) have been considered. 

For assessing the performance, there are different and popular 

IDS datasets such as NSL-KDD, UNSW-NB 15, and WSN-DS 

have been considered. The simulation setup of the proposed 

network environment is shown in Table 1.  

Table 1. Simulation setup 

Parameters Specifications 

Simulation time 1000 s 

Total number of nodes 100 

Number of attackers 10 

Field size 1000 m × 1000 m 

Routing protocol AODV 

MAC IEEE 802.11 

Mobility model RWP 

Speed of moving 10 m/s 

 

Fig 3 and Table 2 compares the conventional [28] and proposed 

intrusion detection and classification methodologies based on the 

measures of accuracy, precision, recall, and f-score for the NSL-

KDD dataset. Normally, the overall efficiency and detection 

performance of IDS methodologies are highly depends on the 

measures of accuracy, precision, recall and f-measure. Then, 

these parameters are increasingly utilized in many applications 
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for validating the effectiveness of classifier, which are calculated 

as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
                      (24) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝐹𝑃+𝑇𝑃
       (25) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝐹𝑁+𝑇𝑃
             (26) 

𝐹1 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                  (27) 

Where, TP – True Positives, TN – True Negative, FP – False 

Positive, and FN – False Negative. According to this evaluation, 

it is observed that the proposed AFIPSO integrated with RANN-

GD technique outperforms the other models with increased 

values of accuracy, precision, recall, and f-score.  

 

Fig 3. Comparative analysis between conventional and proposed intrusion 

detection techniques using NSL-KDD dataset 

Table 2. Comparative analysis for NSL-KDD 

Techniques Accuracy Precision Recall F-Score 

RF 96.6 96.9 96.7 96.8 

DT 96.6 96.9 96.7 96.8 

Bagging 96.7 96.9 96.7 96.8 

SVM 95.7 94.8 95.7 95.1 

NB 45.2 90.4 45.2 54.5 

BN 88.2 94.4 88.2 90.2 

AdaBoost 74 66.3 74 64.6 

XGB 97 97 96.8 96.8 

 

Fig 4 and Table 3 compares the TPR, FPR, MCC, and AUC of 

existing and proposed intrusion detection methodologies by using 

the NSL-KDD dataset. The measures are computed as follows: 

𝑀𝐶𝐶 =  
𝑇𝑃×𝑇𝑁−𝐹𝑃×𝐹𝑁

√(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝐹𝑁)
                    (28) 

𝐹𝑃𝑅 =  
𝐹𝑁

𝐹𝑁+𝑇𝑁
               (29) 

𝑇𝑃𝑅 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
               (30) 

Moreover, these parameters are mainly evaluated for validating 

that how the proposed detection approach could accurately 

detects the attacks from the given dataset. Based on these results, 

it is evident that the proposed AFIPSO integrated RANN-GD 

technique outperforms the other techniques with improved 

results.  

 

Fig 4. Detection efficiency analysis using NSL-KDD dataset 

Table 3. Analysis based on TPR, FPR, MCC, and AUC for NSL-KDD 

dataset 

Techniques TPR FPR MCC AUC 

RF 96.6 0.46 90.3 99.5 

DT 96.6 0.48 90.3 99.3 

Bagging 96.7 0.48 90.4 99.5 

SVM 95.7 0.72 96.5 94.2 

NB 45.2 0.28 40.7 88.8 

BN 88.2 0.06 78.9 98.5 

AdaBoost 74 0.65 38 60.4 

XGB 97 0.46 90.5 99.6 

Proposed 98 0.26 98.2 99.7 

 

Fig 5 and Table 4 compares the values of precision, recall, FAR, 

f-measure, and AUC of both existing [13] and proposed intrusion 

detection methodologies by using the NSL-KDD dataset. For 

validating the results, some of the most widely used machine 

learning classifiers have been considered for comparison. The 

obtained results indicate that the proposed technique provides an 

improved performance outcomes, when compared to the other 

techniques. Because, in the proposed scheme, the dataset training 

has been performed by using the optimal number of extracted 

features, which helps to improve the accuracy of classification 

with reduced time consumption.  

 

Fig 5. Overall performance evaluation for existing and proposed 

classification approaches using NSL-KDD dataset 

Table 4. Comparative analysis based on precision, recall, f-measure and 

AUC for NSL-KDD dataset 

Techniques Precision Recall FAR F-measure AUC 

J48 91 89 0.52 89 86 

MLP 98 97 0.23 97 98 

Bagging 85 88 0.53 86 88 

AdaBoost 89 90 0.47 89 93 

RF 95 86 0.62 91 92 
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SOMET + RF 80 91 0.38 85 93 

OCIDS 99 98 0.18 99 99 

Proposed 99.3 99 0.15 99.5 99.6 

 

Fig 6 (a & b), and Table 5 compares the DR and FAR of both 

existing and proposed classification techniques with respect to 

different types of attacks in the NSL-KDD dataset. For this 

assessment, the attacks such DoS, Probe, U2R, and U2L have 

been considered. Normally, the DR and FAR measures are 

mainly calculated for validating the overall detection efficiency 

of IDS frameworks. These results also indicate the proposed 

AFIPSO-RANN-GD technique provides an improved results over 

the other mechanisms.  

Table 5. Detection rate and false acceptance rate with different types of 

attacks in NSL-KDD dataset 

Techniques 
DoS Prob U2R U2L 

DR FAR DR FAR DR FAR DR FAR 

ACO 91.7 5.9 87.9 6.8 62.4 39.6 93.9 7.42 

BP 89.3 6.4 85.6 9.2 56.6 48.3 93.7 9.8 

OCIDS 97.9 1.9 96.8 4.7 82.3 17.6 98.4 6.1 

 

Fig 6 (a). Detection rate with respect to varying types of attacks in NSL-

KDD dataset 

 

Fig 6 (b). False acceptance rate with respect to varying types of attacks in 

NSL-KDD dataset 

Table 6 and Fig 7 estimates the accuracy, Mean F1-Measure 

(MFM), Attack Detection Rate (ADR), and FAR for both existing 

[29] and proposed intrusion detection and classification methods 

using the UNSW-NB 15 dataset. These measures are also mainly 

used for testing the effectiveness of attack detection 

methodologies. According to the obtained results, it is observed 

that the proposed AFIPSO-RANN-GD technique provides an 

improved performance results, when compared to the other 

techniques. Due to the proper selection of features and training of 

data model, the performance of the proposed IDS is higher than 

the other methodologies.  

 

Fig 7. Comparative analysis between existing and proposed classification 

techniques using UNSW-NB15 dataset 

Table 6. Performance analysis using UNSW-NB15 dataset 

Techniques Accuracy MFM ADR FAR 

C5 90.74 75.54 75.8 70.65 

IRBIDS 84.83 68.13 90.32 2.01 

Proposed 99.3 88.9 98.5 1.86 

 

Fig 8 and Table 7 compares the accuracy, error rate, precision, 

recall, and f1-score of both existing [30] and proposed 

classification techniques by using the WSN-DS dataset. 

Typically, the reduced value of error rate indicates the efficient 

performance of the proposed scheme. The obtained values show 

that the proposed AFIPSO-RANN-GD technique provides the 

better performance results over the other techniques with 

increased accuracy, precision, recall, f-measure and reduced error 

rate.  

 

Fig 8. Comparative analysis between existing and proposed classification 

techniques using WSN-DS dataset 

Table 7. Performance evaluation of existing and proposed classification 

techniques using WSN-DS dataset 

Algorithms 
Accuracy 

(%) 

Error 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 score 

(%) 

KNN 98.4 1.6 95.69 91.50 93.55 

NB 86.88 13.12 41.39 98.87 58.35 

LR 96.72 3.28 90.99 71.81 80.28 

SVM 91.22 8.78 95.95 5.78 7.16 

ANN 98.56 0.27 90.66 91.24 90.95 

Proposed 99.5 0.17 99.3 99.2 99.2 
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5. CONCLUSION 

This paper presents an advanced and new IDS framework for 

accurately detecting and classifying the intrusions from the 

popular IDS datasets. The key contribution of this work is to 

implement an intelligent optimization based classification 

methodology for designing an IDS framework with reduced 

computational complexity and increased detection efficiency. For 

this purpose, an AFIPSO integrated with RANN-GD mechanism 

is employed, which helps to exactly spot the intrusions from the 

different IDS datasets. Here, the NSL-KDD, UNSW-NB 15 and 

WSN-DS based IDS datasets have been utilized for implementing 

and validating the proposed IDS framework. Initially, the dataset 

preprocessing is performed for normalizing the attributes based 

on the min-max normalization. Then, the set of optimal features 

have been extracted from the preprocessed dataset based on the 

global best optimal solution provided by the AFIPSO technique. 

It is a kind of optimization technique and developed based on the 

integration of two different optimization mechanisms. In this 

system, the parameters of PSO could be optimized by using the 

FSO for identifying the optimal particles. After selecting the 

optimal number of features, the RANN-GD classification 

approach is applied to accurately classify the intrusions from the 

preprocessed datasets. Here, the main purpose of using this 

technique is to predict the intrusions from the IDS datasets with 

reduced error rate, false positives, and computational complexity. 

During validation, the performance of the proposed AFIPSO-

RANN-GD technique is evaluated by using various measures, 

and the obtained results are compared with the some of the recent 

state-of-the-art IDS techniques. According to the comparison, it is 

identified that the proposed technique outperforms the other 

techniques with improved performance outcomes.  
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