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Abstract: The most intensifying communal health problem is chronic kidney disease (CKD) caused by various conditions 

that reduce the efficiency of the kidneys which results in other health complications, that ultimately lead to the demise of the 

affected individual. This paper describes an experiment that uses a novel approach to fill missing values and combines related 

attributes based on domain knowledge and it is evaluated by 4 different Machine Learning (ML) classification algorithms – 

Logistic Regression, an Extended Gradient Boosting trees, Artificial Neural Networks (ANN), and Support Vector Machine 

(SVM).  Among these four algorithms, ANN and XG-Boost provide the better result of 0.97 F1- Score. The standard related 

data is taken from a repository called UCI machine learning, which has 400 individual data, 250 were reported to have CKD. 

Keywords: Dimensionality Reduction, Logistic Regression, Random Forest, Support Vector Machines, Extended Gradient 

Boosting Trees, Machine Learning, Chronic Kidney Disease. 

 

1. Introduction 

Kidneys are the major excretory and most important of the 

vital organs that purge unwanted substances and extra 

liquid from the human body. Also, they regulate the PH 

levels in the body to maintain balance in the fluids. They 

control blood pressure, synthesize a chemical 

‘erythropoietin’ used to produce red blood cells, and 

produce Vitamin D in its active form to promote the strong 

and healthy structure of the jaw bone. Conditions like 

diabetes mellitus, Hypertension, cardiovascular diseases, 

ethnicity, and kidney issues in the family history, old age, 

and recurrent use of few suppositories affect the functions 

of the Renal adversely. 

Kidney diseases can be classified into acute and 

chronic kidney diseases (AKD and CKD). AKD occurs 

when kidneys stop working suddenly due to reduced 

blood flow (reduced BP), direct damage to the kidneys, or 

retention of urine in the kidneys. Loss of blood due to 

traumatic injury, severe infection, autoimmune diseases, 

enlarged prostate blocking the flow of urine, 

complications due to pregnancy such as ‘Eclampsia’, 

certain medications that affect the kidneys directly, a 

sudden increase in protein levels in the blood due to 
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dehydration or muscle tissue break down, liver failure, 

and cardiovascular diseases lead to Acute disease. 

Gradual attenuation of kidneys and progressive 

degradation in renal function for a duration of three 

months and to several years cause chronic kidney disease. 

The patient may be asymptomatic in its early stages. 

Generally, High blood pressure and high glucose levels in 

the blood will affect renal disease. It may also be caused 

by Polycystic kidney disease (a genetic condition also 

called PKD), inflammations in kidneys caused by scars 

due to repeated infections, autoimmune diseases, and 

prolonged use of certain medications like as ‘NSAIDs’ 

(nonsteroidal anti-inflammatory drugs). 

CKD leads to loss of weight, muscle weakness, 

fatigue, pedal edema, gastrointestinal symptoms, etc. 

National Kidney Foundation classifies kidney disease into 

five stages based on the amount of kidney damage and 

function. It is determined by the glomerular filtration rate 

(GFR), a numerical expression that uses a person’s 

gender, age, serum creatinine level and ethnicity. Stage 1 

damage is mild with GFR > 90mL/min, and probably has 

no symptoms, whereas in stage 5 with GFR <15 mL/min 

kidneys have stopped working already. 
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CKD is a major health condition affecting individuals 

worldwide with increasing incidents and prevalence, and 

high management costs. According to [1], around 2.5% – 

11.2% of grown men and women across Northern 

America, Asia, Australia, and Europe are comparatively 

highly affected by CKD. The USA is home to at least 27 

million affected individuals [2]. The Kidney Foundation 

for Kidneys at the National level states that about 59% of 

the population has a high probability of developing 

chronic kidney disease in their lifetime in the USA [3]. 

Initial detection and medication of renal disease can 

prevent some of these adverse conditions [4]. Even though 

there is a rise in overall knowledge of chronic renal 

disease, it is still far too low. Less than 5% of patients were 

identified with stage 1 or stage 2, 10% were diagnosed 

with stage 3, and 45% were diagnosed with stage 4, 

according to a survey of National Health and Nutrition 

Examination reports [5]. Primary care providers (PCPs) 

are left with the burden of management of chronic kidney 

disease because there are very few practicing 

nephrologists, and they are unable to cope with diagnosing 

patients with the disease. [6] Shows that kidney disease 

awareness among PCPs is unacceptably low. Family 

practitioners, even with substantial practice, have very 

poor knowledge of disease management. Hence an 

automated and accurate Kidney detection system will 

make it convenient for involved physicians to manage 

CKD efficiently. 

Many classification and regression ML algorithms can 

be used to classify CKD. The main goal of this experiment 

is to build a pipeline consisting of three steps. Step 1 uses 

a combination of RF algorithm and domain knowledge to 

fill missing values; step 2 involves the combined use of 

unsupervised and supervised ML algorithms to combine 

relevant features; step 3 evaluates 4 ML classification 

algorithms, Logistic Regression, ANN, SVM, and 

XGBoost to classify individuals into persons with and 

without CKD. 

The structure of the paper is ordered under subsequent 

sections: 

Section 2 provides some information about related 

work in the detection of CKD; section 3 provides 

information about the dataset considered and the 

methodology used; section 4 lists the results, and section 

6 is on the take away from the paper. 

2. Related Work 

Asif Salekin Et.al considered 24 predictive parameters to 

evaluate three Machine Learning Algorithms, KNN, RF, 

and the MLP-based Neural Network approach to predict 

CKD.  The IBK algorithm (KNN) and C4.5 trees (RF) 

were able to handle the missing values from the dataset, 

while the MLP ignored the missing values. They 

concluded that the RF classifier yields an accuracy of 

detection is 0.993 F1-measure and 0.1084 RMSC on all 

24 attributes [14, 15].  

M.Doğruyol Başar, Et.al used the WEKA tool and 10-

fold-cross-validation to measure 7 different classification 

ML algorithms (NB, Hoeffding Tree, Random Tree, 

REPTree Adaboost, and IBk) on [14,17] dataset, for the 

diagnosis of the CKD. They concluded that individual 

random tree and IBK classifiers yield better results than 

the considered 7, over 6 reduced predictive parameters. 

Guneet Kaur, Et.al evaluated the SVM, KNN, and 

combined SVM/KNN using the MATLAB tool on 

Hadoop based dataset [14, 18] to predict CKD. They used 

a multi-layer classification approach and observed that the 

combination of SVM and KNN attained better accuracy, 

precision, and recall.  

S. Revathy, Et.al considered the dataset for their 

experiments. They evaluated the Decision Tree, RF, and 

SVM ML algorithms to predict CKD in 400 patients. [14, 

21] They filled up the lost values in the dataset using mean 

for mathematical values and mode for categorical values. 

They observed that the RF yielded maximum accuracy of 

99.16%. 

S. Ramya and et.al [23] evaluated ANN, Neural 

Network with Radial Basis Function, and RF on a dataset 

consisting of 1000 instances of CKD, with 15 attributes. 

They collected this data from various laboratories in 

Coimbatore. They used the R programming Language for 

their work. They concluded that the neural network 

algorithm with Radial Basis Function yields the best 

results of 85.3% accuracy. 

L. Jerlin Rubini et.al used the Weka tool and 10-fold 

cross-validation technique to measure RBFN, MLP, and 

logistic regression classifiers on the dataset [14, 24] to 

predict CKD. They concluded that MLP yields a 

prediction accuracy value of 99.75, specificity value of 

100, the sensitivity of 99.33, and F-measure of 99.66. 

N. Pavithra et.al employs the FCM clustering 

algorithm using the MATLAB tool, to understand the risk 

of CKD with the available information from the dataset 

[14, 25]. Their experiment initializes the fuzziness 

between 0 and 1 and outputs 3 clusters, the first 

corresponding to individuals with risk of CKD, the second 

corresponding to normal individuals, and the third 

corresponding to the mispredictions. Consists of 14 

attributes and in the 14th attribute, the output corresponds 

to the presence or absence of risk. Their experiment 

yielded a prediction accuracy of 92%. 

Milan deep Arora and Et. Al employed the WEKA 

tool to compare the performance of NB, J48 RF, and SMO 

ML algorithms with cross validation-10 fold technique on 

the dataset [14,27] to predict CKD. They considered all 25 

attributes and concluded that the RF classifier yielded the 

best results of 99% class accuracy, and 0.0225 mean 

absolute error. 
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Misir R Et.al implemented the feature selection and 

dimensionality reduction stage using correlation, 

discretization, Random Search, Greedy Stepwise Linear 

Forward Selection, Genetic Search, Exhaustive Search, 

and Scatter Search on the dataset [14, 28]. They compared 

the performance of Incremental Back Propagation 

Learning Networks (logistic activation function and 1 

hidden layer) and Levenberg–Marquardt Classifiers to 

predict CKD from the dataset.  

Siddheshwar Tekale [30] used the WEKA tool to 

evaluate the SVM and Decision Tree ML algorithms on 

the dataset [14] to predict CKD. They reduced the number 

of features to 13 and applied arithmetic mean / mode to 

fill the NAS. They concluded that SVM performed better 

with 0.1803 Root mean squared Error, 6.9308% Relative 

absolute error, 37.2379% Root relative squared error, 

0.9579 F1 Measure, 0.9308 Precision, and 0.9866 Recall 

values. 

3. Dataset Used in this Experiment 

The Experiment described in this paper was performed 

using the data set [14] which consists of twenty-five 

attributes, the twenty-fifth being the target class which 

corresponds to the absence or presence of CKD. The 

attributes present in the data set are:  

 

Table 1. The Features from the Data set (24 attributes) 

ATTRIBUTE SHORT 

FORM 

TYPE UNITS 

Age Age Numeral Years 

Systolic blood 

pressure 

BP Numeral  Mm/Hg 

Specific 

Gravity (urine) 

SG Numeral None 

Albumin (in 

urine) 

Al Categoric

al / 

Nominal 

1 – 5 

Sugar (in urine) Su Categoric

al / 

Nominal 

0 – 4 

Red blood cells 

(in urine) 

RBC Categoric

al/nominal 

0 – 1 (normal / 

abnormal) 

Pus Cells (in 

urine) 

PC Categorical 

/ Nominal 

0 – 1 (normal / 

abnormal) 

Pus Cell 

clumps (in 

urine) 

PCC Categoric

al / 

Nominal 

0 – 1 (present / 

not present) 

Bacteria (in 

urine) 

BA Categoric

al/nominal 

0 – 1 (present / 

not present) 

Blood glucose 

random 

BGR Numeral Mg/dl 

Blood Urea BU Numeral Mg/dl 

Serum 

Creatinine 

SC Numeral Mg/dl 

Sodium Sod Numeral mEq/L 

Potassium Pot Numeral mEq/L 

Hemoglobin Hemo Numeral Gms 

Packed Cell 

Volume 

PCV Numeral  

White Blood 

Cell Count 

WC Numeral cells/cumm 

Red Blood Cell 

Count 

RC Numeral millions/cmm 

Hypertension HTN Categoric

al/nominal 

0 – 1 (yes / no) 

Diabetes 

Mellitus 

DM Categoric

al/nominal 

0 – 1 (yes / no) 

Coronary 

Artery Disease 

CAD Categoric

al/nominal 

0 – 1 (yes/no) 

Appetite appet Categoric

al/nominal 

0 – 1 

(good/poor) 

Pedal Edema PE Categoric

al/nominal 

0 – 1 (yes/no) 

Anemia Ane Categoric

al/nominal 

0 – 1 (yes/no) 

Classification Classific

ation 

Categoric

al/nominal 

0 – 1 

(CKD/NOCKD) 

The dataset used in this experiment [14] includes data 

collected from 400 individuals of whom 250 were 

reported to have CKD. The following paragraphs explain 

briefly some of the important attributes listed in Table 1 

which are associated with kidney diseases in general. 

Elevated blood pressure and Hypertension: an 

increase in BP constricts, narrows, and blood vessels get 

weak all over the body including the kidneys.  The flow 

of blood is reduced. Damaged blood vessels in the kidneys 

prevent them from functioning properly and purge the 

human body from toxins and extra fluids [7]. 

Coronary artery disease (CAD): Recent research 

shows that the significant risk for kidney diseases is the 

failure of the Heart. when pumping of the blood becomes 

congested, it causes the pressure to build up in the main 

vein that gets connected with the kidneys which intern 

leads to congestion in the kidneys. 

Blood glucose random and Diabetes Mellitus: 

Diabetes Mellitus [DM) is one of the major risk factor for 

CKD. High blood glucose from DM causes damage to the 

kidneys by narrowing and clogging the blood vessels in 

the kidneys thereby limiting the blood supply to the 

kidneys. 

Blood Urea: Urea in the blood is measured using the 

Blood Urea Nitrogen test and determines the functioning 

of the kidneys. The build-up of urea in the blood, 

‘Uremia’, occurs when the kidneys stop filtering toxins 

from the blood. Uremia signals the end stage of CKD. 

Serum creatinine: creatinine is generated from 

muscles as a waste product. The Kidneys eliminate the 

creatinine from the blood through the urine. Creatinine 

level in the blood determines the wellness of the kidneys 

and is determined by a lab test. The level of Serum 

creatinine gauges the glomerular filtration rate and is an 

oblivious marker of CKD. A raise of Serum creatinine 
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from 0.8 mg/dl to 1.2 mg signals a decrease of GFR by 

33%. 

The number of omitted values in the dataset for each 

attribute is shown in the graph below shows. The hybrid 

approach is considered in filling these values and updated 

data set with no missing value is taken to an eliminated set 

of attributes for the prediction of CKD. Fig 1 shows the 

number of missing values in each attribute. 

 

 

Fig. 1. The Missed Values in the UCI Repository Dataset 

4. Methodology Used  

The objective of the study is to detect whether the person 

is affected by kidney disease. The two main objectives 

associated with this experiment are to reduce the attributes 

set and to evaluate the ANN, Logistic Regression, SVM, 

and XGBoost ML algorithms for maximum accuracy to 

predict the CKD or NON-CKD individuals. 

 

Fig. 2. General Block diagram of the process 

4.1. Addressing the Missing Values 

From the description of the dataset above, it can be seen 

that the attributes can be grouped into 5 groups:  

Table 2. The Attributes Group 

Attribute Attribute Group 

Anemia Hemoglobin, packed cell volume, RBC 

count, and Anemia 

Hypertensi

on 

Age, Systolic blood pressure, Sodium 

level, potassium level, Hypertension, and 

coronary artery disease. 

Diabetes Age, blood glucose random, and Diabetes 

Mellitus 

Infection bacteria, pus cells, pus cell count, red 

blood cells in the urine, white blood cell 

count 

Critical Specific Gravity, albumin in urine, sugar 

in the urine, Serum Creatinine, blood 

urea, Appetite, and Pedal Edema 

                                                                

The proposed methodology addresses missing values 

in each group using different strategies. Considering the 

group of attributes R = {p1, p2, p3, …, pn}, Where p1, p2, 

p3, …, pn-1 are predictors and  pn is the dependent value.  

Let S denote the set of R containing no missing values and 

M be the group with dependent value to be determined. 

The below three algorithms addresses the missing values 

in each group. 

SelectFirstMatchingValue: Identify the group from S 

that best matches with the attributes from M and fill the 

dependent value from the matching group.  

 

SelectAvg: Get all groups of attributes from S that match 

best with M, compute the mean if the dependent variable 

is numerical or the arithmetic mode, and fill the missing 

dependent variable with the value. 

 

RF_Regression: To predict the dependent variable in M, 

utilise S to train a Random Forest model. 

The following paragraph explains how missing values are 

addressed in each of the groups. 

Addressing the missing values in the Hypertension and 

Diabetes Meletus groups: 

To address omitted values which are available in the 

Hypertension and Diabetes Meletus groups apply the 

above algorithms to handle the missing values. 

1. Apply SelectFirstMatchingValue on the set 

containing the age, BP, and Hypertension attribute 

to fill the lone missing value in the Hypertension 

attribute in the hypertension group. 

2. Apply SelectAvg in the set from the previous step 

to fill the missing BP values. 

3. Apply RFRegression to the set from the previous 

step consisting of age, BP, sodium, potassium, and 

Hypertension attributes successively to fill 

missing sodium and potassium attribute values. 

4. Initialize the missing coronary artery disease 

values to ‘no’. 

5. Follow steps 1 and 2 on the group consisting of 

age, blood glucose, and Diabetes Meletus 

attributes to fill missing Diabetes Meletus and 

blood glucose values respectively. 

Addressing the missing values in the Anaemia group 

of attributes: 

Anemia is a significant factor that determines the 

problem if a person has kidney illness, and it is predicted 

in such cases. The deciding attribute ‘Anemia’ has only 

one missing value that can be filled using the hemoglobin 
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value manually. Since this attribute has its values filled for 

all the cases studied, missing values from other attributes 

may be filled using the following strategy: 

1. Apply SelectAvg on the group containing 

Haemoglobin, RBC count, and Anemia attributes 

successively to fill missing Haemoglobin and 

RBC count values 

2. The packed cell volume does not impact the 

group, this attribute can be dropped off. 

 

        

 

Fig 3: Flow of filling the missing values in the data set 

Addressing the missing values in the Critical group: 

The critical group of attributes forms the basic group 

of attributes that decides if the person has a kidney disease 

at all. Furthermore, all attributes in the critical group 

depend on creatinine and blood urea for addressing the 

missing values. Pedal edema and appetite attributes do not 

have a missing value.  The proposed technique addresses 

the missing values as follows: 

1. Apply SelectAvg on the group containing specific 

gravity, creatinine, appetite, pedal edema, and 

anemia (from the anemia dataset above) to fill the 

missing creatinine value. 

2. Apply SelectAvg on the group containing specific 

gravity, blood urea, creatinine, appetite, pedal 

edema, and anemia from step 1 to fill the missing 

blood urea values 

3. Apply RFRegression on the group containing 

specific gravity, albumin, sugar, blood urea, 

creatinine, appetite, pedal edema, and anemia from  

step 2 successively to predict missing specific 

gravity, albumin, and sugar values 

4.2. Reduction of features 

This section discusses the dimensionality reduction 

process in some detail. The proposed methodology 

reduces the dataset [14] from 24 attributes to 12 as 

follows:  

 

 

 

Fig. 4. The Reduction of attributes using the RF Algorithm 

The Classification of attributes in each group using the 

RF algorithm is explained in the following paragraphs. 

Classifying the Hypertension group of attributes using 

the RF algorithm into four classes: 

Normal cases without Probable HTN and CAD, Cases 

with Probable HTN and no CAD, Cases with no Probable 

HTN and with CAD, Cases with Probable HTN and CAD. 

Classifies the attributes from the Diabetes Meletus group 

into three classes. Normal case, abnormal BGR with no 

DM, and abnormal BGR with DM.  

Classifies the attributes from the Anemia group into three 

classes. Normal, Mild and  acute anemia. 

classifies the attribute from the infection group into two 

classes, Infection, and No Infection.  

We need to consider the Age attribute and attributes 

from the critical group are considered individually. 

Table 3: Reduced Features 

ATTRIB

UTE 

SHORT 

FORM 

TYPE UNITS 

Age Age Numeral Years 

Specific 

Gravity 

(urine) 

SG Numeral None 

Albumin 

(in urine) 

Al Categorical / 

Nominal 

1 – 5 

Sugar (in 

urine) 

Su Categorical / 

Nominal 

0 – 4 

Blood 

Urea 

BU Numeral Mg/dl 

Serum 

Creatinin

e 

SC Numeral Mg/dl 

BP State BP Categorical 0 – 1 (yes / 

no) 

Glucose 

State 

BGR Categorical  0 – 1 (yes / 

no) 
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Appetite appet Categorical/no

minal 

0 – 1 

(good/poor

) 

Pedal 

Edema 

PE Categorical/no

minal 

0 – 1 

(yes/no) 

Anemia Ane Categorical 0 – 1 

(yes/no) 

Infection Inf Categorical 0 – 1 

(yes/no) 

Classifica

tion 

Classific

ation 

Categorical/N

ominal 

0 – 1 

(CKD/No

CKD) 

4.3. The CKD Detection 

The proposed methodology applies 4 ML algorithms, 

Logistic Regression, SVM, ANN, and XGBoost to the 

reduced dataset. The following are the parameters that are 

used in the below 4 algorithms. 

The Logistic Regression approach: The following 

are the parameters that are used to build the logistic 

regression for the given data.Max_iter:10, multiclass: 

“auto”, penalty: “l2”. It results in an accuracy of 90%.  

The SVM approach: The following are the 

parameters that are used to build the logistic regression for 

the given data.Kernel: “RBF kernel”, Gamma value: 

“1.0”. It results in an accuracy of 56%. 

The ANN approach: The following are the 

parameters that are used to build the logistic regression for 

the given data.Layer: “Dense layer”, Activation 

function: “Relu”, Loss function: “binary_crossentropy”, 

Optimizer: “Adam”, Output layer: “sigmoid” 

activation, Epochs: “250”. It results in an accuracy of 

97%. 

The XG Boost approach: The following are the 

parameters that are used to build the logistic regression for 

the given data.Base_score: “0.5”, Booster: “gbtree”, 

Learning_rate: “0.30”, Max_depth: 6, n_estimators: 

100, Predictor: “auto”.  It results in an accuracy of 97%. 

4.4. Result in Analysis 

4.4.1. Support Vector Machine (SVM)  

There are training data and testing data in the data set. The 

data set has 396 rows and 13 columns, with 80% of the 

data being used for training and 20% being used for model 

testing. The network is trained using the SVM model. It 

results in an accuracy of 56%. The classification report for 

the SVM model says that for class 0 the precision is 56% 

and the f1 score for class 0 is 72%. For class 1 precision 

is around 99%, recall is 3% and f1 score is around 5%. 

The average weight for precision, Recall, and F1Score is 

0.76, 0.56, and 0.42. 

4.4.2. XG Boost 

There are training data and testing data in the data set. The 

data set has 396 rows and 13 columns, with 80% of the 

data being used for training and 20% being used for model 

testing. The network is trained using the XG Boost model. 

It results in an accuracy of 96.95%. The classification 

report for the XG Boost model says that precision is 

around 94%, recall is 95% and f1 score is 97%. The 

average weight for precision, Recall, and F1Score is 0.97.  

It explains that out of 121 samples it classifies 58 samples 

as true positive.  It classifies 69 samples as true negative. 

It classifies 04 samples as false positives. 

4.4.3. Logistic regression 

Training data and testing data are separated from the data 

set. The data set has 396 rows and 13 columns, and 80% 

of the data is utilized to train the model and 20% to test it. 

The network is trained using the Logistic Regression 

model. It results in an accuracy of 90%. The classification 

report for the Logistic regression says that precision is 

around 82%, recall is 99% and f1 score is 90%. It explains 

that out of 278 samples it classifies 125 samples as true 

positive. The average weight for precision, Recall, and 

F1Score is 0.82, 0.9, and 0.9. It classifies 125 samples as 

true negative. It classifies 27 samples as false positive and 

it classifies 1 sample as a false negative. 

4.4.4 Artificial Neural Network (ANN) 

Training data and testing data are separated from the data 

set. The data set has 396 rows and 13 columns, and 80% 

of the data is utilized to train the model and 20% to test it. 

Artificial neural networks are used to train the network. 

The Relu activation function is used as the activation 

function in the model, which has been trained for 250 

epochs. It results in an accuracy of 97.50%. The 

classification report for the ANN model says that 

precision is around 97%, recall is 98% and f1 score is 

97%. The average weight for precision, Recall, and 

F1Score is 0.97.   It explains that out of 80 samples it 

classifies 32 samples as true positive.  It classifies 46 

samples as true negative. It classifies 01 samples as a false 

positive and it classifies 01 samples as a false negative. 

The comparison of Performance measures with the graph 

is shown below. 

Table 4. Comparison of Performance Measures 

Classification/ 

performance 

Measure SVM ANN LR XGBoost 

Precision 0.76 0.97 0.82 0.97 

Recall 0.56 0.97 0.9 0.97 

f1 score 0.42 0.97 0.9 0.97 

Accuracy 0.97 0.56 0.9 0.97 
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Fig. 5. Accuracy Comparison 

 

Fig. 6. Performance Measure Comparison 

5. Conclusion 

The dataset studied in this paper comprised noisy and 

many missing values. The proposed approach is 

considered a hybrid approach combining statistical 

averaging and random forest algorithms to fill the missing 

values. It reduced the 24 attributes of the dataset to 12 

using a novel grouping and prediction technique. It 

grouped the attributes into 5 groups based on their purpose 

namely, BP, blood glucose level, infection state, anemia 

state, and critical attributes, and used the random forest to 

predict the intermediate attributes required for the final 

classification algorithm. The number of classes depended 

on the group. This approach considers the 7 attributes 

from the critical group namely serum creatinine, albumin 

in urine, Sugar in the urine, Specific Gravity, blood urea, 

Appetite, and Pedal Edema directly in the final 

classification algorithm without grouping because they 

are critical for determining if the patient had any kidney 

disease. The approach proposed in this paper evaluated 4 

supervised machine learning algorithms Support Vector 

Machine, Logistic Regression, Artificial Neural Network, 

and XG Boosted Trees algorithms to predict cases with 

CKD. It considered a dataset of 400 individuals, of whom 

250 had CKD. Application of these 4 algorithms on the 

dataset with reduced features yielded better results, and 

ANN and XG Boosted Trees yielded better accuracies. 

6. Future Enhancement 

The proposed solution can be extended further by adding 

components that capture the relevant information from 

unstructured records using natural language processing. 

Also, this component can extract relevant information 

from generic data of the patient to get critical information. 

The extracted information can be merged with the 

implementation details proposed in this paper to 

prognosticate any form of kidney disease before the 

reduction in the functioning of the kidney, saving the 

patient’s life. 
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