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Abstract: For the purpose of generating best educational reforms, knowledge discovery of educational tweet analysis is more 

important. Today the social media content on the Internet is rigorously increasing hour by hour. Hence analyzing this textual content is a 

vital task to solve problems in education. In this study Latent Dirichlet Allocation (LDA) is used to analyze the text content which finds 

the relationships among documents in the corpus. This proposed work shows that the LDA provide better result to extract topic with 

accurate coherence & prevalence score. This work also infers that the LDA performs best than Latent Semantic Analysis (LSA).  
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1. Introduction 
Due to the vast amount of information generation in social media, 

require effective searching & management & analysis of text data 

is one of the major interest in researchers [1]. Topic modeling is 

under the branch of unsupervised machine learning [2]. It has an 

ability to scan a set of documents from a corpus, analyze the 

word and phrases the similar word groups into clusters [3]. 

Traditional methods like k-means are well opted for clustering. 

But in social media most of the data are in textual format [4]. 

During the process of clustering text documents, there is an 

overlapping arises among documents [5]. Therefore this 

framework uses topic modeling. Topic modeling consists of 

group of algorithms which are developed to identify the hidden 

topics with in a document [6].     

A document is a collection of topic. Topic model are used to find 

the hidden themes from the collection then annotate the word 

phrases with respect to the themes [7]. Each and every word 

phrase is represented by these topics. This process generates a 

distribution of topics with document coverage which is mainly 

utilized to explore investigate the data which correlation to model 

[8]. This is applied to drawn the group of latent topics among 

document in a corpus [9]. One of the leadings sources of 

information is captured from twitter in the form of tweets which 

is highly suitable to analyze the sentiments [10].  

There are two basic types of topic modeling one is linear 

modeling and another one is Probabilistic modeling [11]. Linear 

modeling uses inverse document frequency to analyze the word 

phrases [12]. One example of linear modeling is Latent Semantic 

Analysis (LSA) which is applied to draw similar topics but it 

needs large corpus to produce precise results. It is because of 

their inefficient representation [13]. Probabilistic model is 

developed to solve the issues of LSA by the use of applying 

probabilistic functions [14]. LDA is the Bayesian version of 

probabilistic model [15].  

2. Literature Study 

This research study [16] collects tweets from Surabaya citizen. 

Then analyze the tweets with respect to two algorithms LDA and 

LSA. Finally this study concludes that the LDA provides better 

results than LSA. But this paper compares LDA and LSA 

corresponds to coherence value only. This work is devoted to 

government of Surabaya and their media canter.  

This paper [17] focuses the challenging events that occur in 

Kenya. Therefore this work collects tweets from the peoples of 

Kenya. Then apply the LDA algorithm to evaluate the analysis of 

Normalized mutual information (NMI) and coherence are used to 

choose the accurate model and the work concludes that the LDA 

performs better.  

This framework [18] analyzes the educational tweets by the use of 

deep learning techniques. The educational tweets are collected 

from student’s feedback. This work assures that the MLP returns 

best results than CNN in terms concerned dataset. 

This work [19] developed a live micro blog search engine for 

twitter. Similar tweets are identified through the use of LDA. 

Topic modeling is utilized to retrieve and rank the tweets. They do 

not provide the evaluation results. This research [20] analyzes the 

tweets regarding the reactions about COVID-19 in Canada. LDA is 

used for topic modeling and the ABSA is used for sentimental 

analysis. Health experts are also devoted to this work for 

interpreting the results. 
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3. Proposed Work 
This research work comprises three components,                                                                            

3.1 Data wrangling phase  

3.2 Model building phase  

3.3 LDA Execution and evaluation phase.  

The architectural framework of the model is depicted in Fig.1.  

 
 

These three phases are expressed in detail in the following 

sections. 

    3.1 Data wrangling phase 

 

 The tweets related to higher education are retrieved 

from twitter API V2.0. Data wrangling is the process of cleaning 

and managing the huge volume of data which is necessary for the 

analysis of textual data. The collected tweets contain much 

irrelevant information such as punctuation, stop words, twitter 

handles and hash tags. These are cleaned, after cleaning the 

dataset consists of three classes (positive, Negative and Neutral) 

with respect to the ranks of polarity. Then convert the word 

phrase into stem words which is the process of transforming the 

word phrase with corresponds to its base form. After data 

wrangling the parameters of the higher education dataset are 

described in table I. 

Table I: Parameters of the Higher Education Dataset 

 

 

The following Fig.2 shows the visualization of the higher 

education dataset in CSV format. It consists of 5000 instances 

with eight attributes.  

 

 
Fig.2. visualization of the higher education dataset in CSV 

format. 

 

   3.2 Model building phase 

 

The first step of model building is to construct a word cloud 

which displays the most frequent words. The next step is to build 

the Document Term Matrix (DTM). It is a matrix with terms is in 

columns and tweets are in rows. If the word phrase appears in the 

document then its value is indicated as 1 otherwise 0.   

In order to evaluate the model performance, the log-likelihood of 

the model is calculated. The result assures that the log-likelihood 

per word is inspected to be good. The log-likelihood of the 

model in 500 Iterations are presented in Fig.3. It shows the 

likelihood of topics in iteration wise. 

 

 
Fig.3. Log-likelihood of the model in 500 iterations. 
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    3.3 LDA Execution and Evaluation phase 

 

 The main future of LDA is to understand the 

relationship between word phrases by the use of topics. The 

term topic is used to relating a word with a definition. For 

example if the machine reads: cow is white, the LDA first 

tokenizes this into two topics cow which is an animal and 

white is a color. The steps of LDA algorithm is given below, 

 

Step 1: Determine the number of words in the document. 

Step 2: Topic mixture is created regarding to the collection of 

topics.  

Step 3: Based on the document’s multinomial distribution, 

select the topics from topic mixture. 

Step 4: Picked the corresponding words with respect to topics. 

Step 5: Calculate the probability of the topic t in the document 

d and probability of the word appeared on the topic. 

Step 6: Based on the probability value, topics are updated. 

The top 20 terms with its beta value are given in Fig.4. Beta 

value corresponds to the density of the topic word. High beta 

value indicates that the most of the topics in the corpus are 

represented correctly. 

 
Fig.4. Top 20 terms with its beta value. 

 

The screenshot of 20 topics with their terms are shown in fig.5. 

The following fig.6 displays the topic modeling with rating 5 

selected from the top terms. By measuring the percentage of 

semantic similarity of top terms, the coherence score is 

calculated. How the words are related on a topic is described by 

the coherence which is represented as below, 

P (b|a) – P (b) here {a,b} are the pair of words. The best topics 

with its coherence score is presented in fig.7. 

 
Fig.5. Top 20 topics with their terms. 

 

 
Fig.6. Topic modeling with rating 5. 
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Fig.7. Best topics with its coherence score. 

 

It shows that the topic 17 has the high coherence value that means 

the words in the topic are highly associated to each other. It is 

best way to group the topics using dendogram that shows how the 

topics are closely related. The result of the dendogram for this 

model is presented in fig.8. 

 
  

Fig.8. Dendogram of the model. 

 

It shows that the topic t7 and t11 have high similarity to each 

other.  

Prevalence is a score which explains the most frequent topics that 

is, probability of topics in the entire document. Fig. 9 illustrates 

both the coherence and prevalence score of the top topics. Based 

on coherence topic 17 has high value but in prevalence topic 11 

has high score and topic 17 has the low value, which means that 

the tough words inside the topic 17 are also 

supporting each other. 

 

 
Fig.9. Coherence and prevalence of the top 20 terms. 

 

4. Experimental Result 

In order to compare LDA and LSA the first 10 topic coherence 

that are derived by both modeling is calculated which is indicated 

in fig.10. It clearly defines that the number of best topic is 6 for 

LDA and 2 for LSA. Coherence score greater than 0.75 is 

considered to be high. It concludes LDA bring off good results 

than LSA.    
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Fig.10. Comparison of LDA and LSA using 10 Topics. 

 

5. Conclusion and Future Work 

 

After implementing the framework LDA works effectively to 

modeling topics in a corpus as well as topic modeling with 

respect to tweets. LDA construct topics that are both coherent and 

consistent with regarding to the determined clusters that are thus 

far presented in the tweet data. In future the proposed framework 

would be enhanced to analyze the relation between user feedback 
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and coherence of the topics drawn from the framework which 

creates more understanding among the topics. 
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