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Abstract: Human emotions can be identified by recognizing their facial expressions. This relates to the applications such as medical 

diagnostics, human emotional analysis, human-robot interaction, etc. This study presents a novel Convolution Neural Network (CNN) 

model for recognizing emotions from facial images. The proposed model, “ConvNet-3”, recognizes the emotions such as disgust, anger, 

fear, happy, sad, surprise and neutral. The main focus of the proposed research is on training accuracy of the model in lesser number of 

epochs. The proposed model is trained on FER2013 dataset and its performance is evaluated. ConvNet-3 consists of 3 convolution layers 

and two fully connected layers. As illustrated in experimental results, the ConvNet-3 obtains training accuracy of 88% and validation 

accuracy of 61% on FER2013 which is better than existing models. In contrast it is observed that the presented model over fits on CK+48 

dataset.   
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1. Introduction 

The face is the important entity that provides minimal signals. 

These signals help in secured interaction between human and 

machine. Human intentions and intimate emotions can be inferred 

through facial expression recognition [1]. Human’s true emotions 

can be determined through the facial expressions [2]. Static image 

based feature extraction methods were applied for performing 

computer vision tasks [3-5]. Dynamic based approaches consider 

temporal features [6-8]. Machine learning and deep learning 

approaches are drastically used for recognizing emotions through 

facial expressions [9]. Recent improvements in the deep learning 

have resulted in the CNN based models that provide promising 

results [10-12]. The generalized view of facial expression 

recognition system is depicted in Fig.1. 

 

 

 

 

 

 

 

 

 

 

      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.  Emotion recognition system 

The proposed research focuses on recognizing the emotion from 

input facial image. The main aim of this study is to develop 

automated facial expression recognition (FER) system using 

Convolutional Neural Networks (CNNs). Traditional machine 

learning methods involves handcrafted features and is not reliable 

for the task of FER [13]. CNN-based models have obtained the 

best results for the recent FER tasks [11, 14]. The human faces 

can be categorized in real-time using the proposed model through 

the web camera.  The contributions of the presented study to the 
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research community are as follows: 

• The authors propose a compact CNN model for recognizing 

seven facial expressions. An effort has also been made to detect 

the facial expressions in real-time.  

• Greater consistency is demonstrated by considering longer 

training sets. 

• The proposed model provides a training accuracy of over 85% 

in a minimum number of epochs. This shows that model is well 

suited for the task of emotion recognition. 

• The proposed model achieves accuracy better than the baseline 

14% [15] in classifying seven distinct emotions. 

 

2. Literature Survey 

From many years the studies have been carried out on facial 

communication. But there is still room for carrying out 

experiments illustrating progress. Enhancing the precision of 

FER2013 [16] dataset is the key motive of researchers. The 

authors have applied CNN model to recognize seven critical 

emotions. The overall accuracy rate is 91%. But the identification 

rate is below 50% in classifying fear and disgust. In [17] the 

authors have recognized facial expressions using CNN. The 

proposed approach focused on mixed images chosen from 

multiple datasets. This enforces a major challenge in the domain 

of machine learning. A.christy et.al [18] proposed speech 

emotion recognition system that involves machine learning and 

deep learning techniques for performing the task of prediction 

and classification. In this study, CNN obtained a recognition 

accuracy of 78.20%. The authors carried out the task of FER on 

static images by employing CNN without explicitly performing 

feature extraction [19]. This approach when applied on FER2013 

dataset provided a test accuracy of 61.7%. A novel hybrid 

approach [20] that uses EEG signals for emotion recognition 

provided an accuracy of 82.84%. Jung et.al [21] presented a 

hybrid deep neural networks that involves CNN and linked 

layers. This obtained an accuracy of 97.3% on CK+ dataset. 

Francesca Nonis et.al [22] proposed a study on problems in FER 

methods and 3D approaches to solve them. The average 

recognition accuracy varied from 60%-90%. An FER system 

presented in [23] shows that features extracted by using CNN are 

better than the handcrafted ones. A 3D video based emotion 

detection approach is discussed in [24]. This 3D based CNN 

model obtained an accuracy of 97.56% with cross validation on 

CK+ and 84.17% on Oulu-CASIA.  

 According to the authors the existing FER approaches exhibit 

certain drawbacks. Some of them are lack of model flexibility, 

capturing the feelings in complex situations, less number of 

participants, ineffective detection of EEG signals. These are the 

issues that need to be addressed further by enhancing user 

experience and functional applicability.   

 

3. Proposed Work 

In visual image processing and computer vision CNN is the most 

widely used deep neural network. Traditional algorithms used for 

FER face problems such as variance in location and light 

intensity. These problems can be solved by employing CNN 

algorithm for emotion recognition [25].  The proposed CNN 

model is structured sequentially as the sequential model has the 

capability to analyze and make predictions.  

 

 

3.1 CNN Architecture 

There are three layers of convolution and two layers which are 

fully connected layers in the presented model as shown in the Fig. 

2. The functions of network are learnt in the convolution layer 

and also weights are updated. Fixed function is used by pooling 

layers to transform the activation. Through the loops the 

efficiency of convolution layer is inferred. Backpropagation 

algorithm is used to update the weights and minimize the loss 

function.   

 
Fig. 2.  Proposed CNN Stack 

The process of fine-tuning in the pre-trained model replaces the 

fully connected layers with a new group of layers which are fully 

connected. By using backpropagation kernels in the convolution 

layers are also fine-tuned. Softmax activation function is used in 

the output layer for classification [26]. As shown in the Fig.2 the 

presented model involves ReLU layer, dropout layer and batch 

normalization. A dense layer is placed at the end of three 

convolution layers. 

 

3.2 CNN Algorithm 

This involves mathematical representation of the layers and their 

functions in the CNN. 

Convolution layer 

Input: Let 𝑎[𝑙−1] be the image with size (𝑛𝐻
[𝑙−1]

, 𝑛𝑊
[𝑙−1]

, 𝑛𝐶
[𝑙−1]

)  

 S1: Perform padding 𝑝𝑙 and stride 𝑠𝑙 on the input image 

 S2: Initialize number of filters, 𝑛𝐶
[𝑙]

 where each 𝐾(𝑛) has the 

dimension (𝑓[𝑙], 𝑓[𝑙], 𝑛𝐶
[𝑙−1]

) 

 S3: Define bias of the nth convolution 𝑏𝑛
[𝑙]

 

 S4: Define activation function 𝜓𝑙 

 S5: Compute the size of output image based on stride value 

𝑛𝐻/𝑊
[𝑙]

=⌊
𝑛𝐻/𝑊

𝑙−1 +2𝑝𝑙−𝑓𝑙

𝑠[𝑙] + 1⌋ ; s > 0                            (1) 

         =𝑛𝐻/𝑊
𝑙−1 + 2𝑝𝑙 − 𝑓𝑙  ; s = 0                              (2) 
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Output: Image 𝑎[𝑙] with size  (𝑛𝐻
[𝑙]

, 𝑛𝑊
[𝑙]

, 𝑛𝐶
[𝑙]

) 

 Pooling layer 

Input: Let 𝑎[𝑙−1] be the image with size (𝑛𝐻
[𝑙−1]

, 𝑛𝑊
[𝑙−1]

, 𝑛𝐶
[𝑙−1]

)  

S6: Perform padding 𝑝𝑙 and stride 𝑠𝑙 on the input image 

S7: Initialize the size of pooling filter 𝑓[𝑙] 

S8: Perform pooling operation ɸ
𝑙
 

S9: Compute the size of output image based on stride value 

𝑛𝐻/𝑊
[𝑙]

=⌊
𝑛𝐻/𝑊

𝑙−1 +2𝑝𝑙−𝑓𝑙

𝑠[𝑙] + 1⌋ ; s > 0 

       =𝑛𝐻/𝑊
𝑙−1 + 2𝑝𝑙 − 𝑓𝑙  ; s = 0 

Output: Image 𝑎[𝑙] with size  (𝑛𝐻
[𝑙]

, 𝑛𝑊
[𝑙]

, 𝑛𝐶
[𝑙]

= 𝑛𝐶
[𝑙−1]

) 

Fully connected layer 

Input: Vector 𝑎[𝑖−1] 

S10: Compute the output at the jth node of ith layer 

 𝑧𝑗
[𝑖]

= ∑ 𝑤𝑗,𝑙
[𝑖]𝑛𝑖−1

𝑙=1 𝑎𝑙
[𝑖−1]

+ 𝑏𝑗
[𝑖]

→ 𝑎𝑗
[𝑖]

= 𝜓[𝑖] (𝑧𝑗
[𝑖]

)             (3) 

Output: Vector 𝑎[𝑖] 

 

3.3 Dataset 

The datasets used in the proposed study is FER2013 [27], CK+48 

[32]. These are the most widely used databases for performing 

the task of FER. The training set in FER2013 consists of 28709 

images and testing set involves 3589 images. In CK+48 the 

training set involves 735 images and testing set consists of 246 

images. The distribution of expressions in the FER2013 dataset is 

depicted in the table 1. 

Table 1. FER2013 Dataset Information 

Sl.No Emotion 
 

Numeric code 

 

No. of Images 

1 Angry 0 4593 

2 Disgust  1  547 

3 Fear 2 5121 

4 Happy 3 8989 

5 Sad 4 6077 

6 

7 

Surprise 

Neutral 

5  

6 

 

4002 

6198 

 

 

4. Results Analysis  

The presented 3-layered CNN model was trained on the FER2013 

database. Training accuracy of above 85% and validation 

accuracy of above 60% was observed. These accuracy results 

were obtained after 30 epochs. The comparison of proposed 

approach with the state-of-the art works is shown in table 2. This 

illustrates that the presented model is better than the other models 

for the task of FER. 

 

Table 2. Comparative Analysis 

Model Accuracy (%) 

VGG[28]        65-68 

AlexNet[29]        55-88  

Resnet [28]        72-74 

CNN [31]        60-66 

Proposed        75-88 

 

 

 When the proposed model is trained through each epoch it was 

observed that the accuracy of the model increased and the loss 

decreased. Training and validation accuracies obtained by the 

model on FER2013 are specified in the table 3. The training and 

validation accuracies obtained by the model on CK+48 are 

illustrated in table 4. It clearly exhibits overfitting. 

Table 3. Accuracy per epoch on FER2013 

                       FER2013  

Epoch Training Accuracy                       
 

         Validation Accuracy 

1 30.59 37.70 

5 54.71 54.50 

10 62.74 59.24 

15 71.00 59.46 

20 78.67 59.68 

25 

30 

84.22 

88.00 

60.13 

60.80 

 

 

Table 4. Accuracy per epoch on CK+48 

 
                      

CK+48 
 

Epoch Training Accuracy                       
 

         Validation Accuracy 

1 24.76 13.82 

5 60.95 19.92 

10 80.95 15.04 

15 90.34 17.07 

20 94.83 10.16 

25 

30 

94.97 

96.05 

6.10 

6.50 

   

 

Model fitting is determined by assessing training and 

validation accuracies. Model over-fitting occurs when there is 

large difference between the two. As shown in Fig.3, the training 

accuracy increases with increase in the epoch.  

In Fig. 4, the training and validation losses are 

illustrated. The extent to which the model fits the training data is 

measured by training loss. Validation loss measures the extent to 

which the model fits the test data. The training and validation loss 

decreases as the epoch increases. When weights are updated, 

there is a decrease in the validation data. 

 

 
         

              Fig. 3. Training and Validation accuracy per epoch 
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                       Fig. 4. Training and Validation loss per epoch 

 

The confusion matrix obtained by the proposed model is depicted 

in Fig. 5. From the figure it is observed that among seven 

expressions the considerable accuracy is obtained for happy 

(84%) and surprise (72%) expressions. The diagonal matrix 

illustrates the number of images that are correctly classified. 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

      Fig. 5. Confusion matrix for the proposed model 

 

5. Conclusion 

In this article the authors have made an effort to recognize the 

following classes of emotions: angry, disgust, sad, surprise, 

happy, neutral and fear. As the proposed model fits the data 

perfectly in the case of FER2013 there is no overlapping between 

the classes. The presented model also provides a considerable 

accuracy of 88% with minimum number of epochs. But when the 

proposed model is applied on CK+48 dataset overfitting occurs. 

This is illustrated by high training and poor validation accuracies 

in recognizing the emotions. The proposed model can be 

evaluated in real-time to check its efficiency, so that it can be 

used in applications such as healthcare, entertainment, education, 

etc. 
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