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Abstract: Emotion recognition and prediction using facial expressions is one of the most challenging activities in the computing arena. The 

most traditional approaches largely depend on pre-processing and feature extraction techniques. This paper factually represents the 

implementation and evaluation of learning algorithms like LSTM and different CNNs for recognition and predicting emotions of 2D facial 

expressions based on recognition rate, learning time as well as effect of unbalanced datasets. The proposed system has targeted two datasets 

CK+ and JAFFE for two different techniques, where LSTM includes histogram equalisation and LBP as pre-processing and feature 

extraction techniques respectively. A transfer learning technique is explored using Dense Net and VGG-19 algorithm. The recognition rate 

with Dense Net was 96.64% and 97.45% respectively on the CK+ and JAFFE datasets. LSTM also showed 98.43% of recognition rate on 

JAFFE where as 72.63% on CK+ dataset.  
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1. Introduction 

Face is an authoritative biometric aspect of humans, and to 

contribute to the research, face emotion prediction has fully-

fledged a lot of interest from researchers in the computer vision, 

pattern recognition, and machine learning areas. Emotional face, 

or nonverbal communication, [1], [2], [3], is intercepted and 

interpreted in an assortment of contexts, straddling biology, 

neuroscience, commercial, website testing, sociology, security, 

computer science, psychology and plenty of others. Different 

models for emotion classification have been defined by emotion 

theorists and psychologists, ranging from commonly revealed 

basic emotions to customarily distinctive complicated emotions 

[4]. The most dominated facial expression research in psychology 

have been: Ekman’s basic set of emotions [5], and Russell’s 

circumflex model of affect [6]. Russell’s circumflex model in 

figure 1 illustrates the emotions in four quadrants as intense, 

pleasant, mild and unpleasant.  

Despite decades of research in Human Computer Interaction 

(HCI), many questions remain unanswered as to what should be 

the most relevant indications and expressions to be evaluated for 

meaning encoding of communications. The problem persists 

because it is critical to generalise classifiers to unknown subjects 

that differ in actions and facial structures such as brows, wrinkles 

due to ageing can miss or offer false expressions, and so on [7], 

[8]. Enough training data for individual classifiers is a potential 

solution that is not always available or feasible. Non-accurate 

computation, spontaneous affective behaviour, lighting variation 

due to head movements, registration techniques cause registration 

faults, and accessories or camera movements may cause occlusions 

are the other challenges in involuntary emotion recognition. 

Emotion classification always has been a measure concern, and it 

is handled using a variety of traditional and innovative techniques.  
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Fig.  1.  Human Emotions in Russell’s Circumflex Model 
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In this paper, the suggested technique is found to have impressive 

accuracy on both datasets with any pre-trained model. This study's 

primary contributions can be summarised as follows:  

(i) Development of an efficient FER technique based on DCNN 

[9], [10] models that addresses the issues via Transfer Learning 

which can be used in real world.  

(ii) Comparison of the proposed method's emotion recognition 

accuracy with existing methods and exploration of the method's 

competency, particularly with profile views, which is vital for 

practical usage. 

The paper is organized as follows: Section 2 briefly reviews related 

to the proposed work. Section 3 includes the overview of LSTM, 

VGG19 and Dense-Net model for better of the proposed Face 

Emotion Prediction. Dataset overview is given in the Section 4. In 

section 5, Experimentations and evaluation related to the 

performance of all the models is discussed. Section 6 concludes the 

paper with a remark and possible future research directions. 

2. Literature Survey 

Face acquisition and registration are critical components for 

recognition of facial expression. Face detection and tracking can 

be accomplished using the Viola-Jones method [11], [12], [13] and 

Subspace Constrained Mean-shifts [14], [15]. The Viola-Jones 

[11] method for object and face detection, which employs the Harr 

technique, is the most well-known method for face detection. 

Several models [16], [17], [18], [19], [20], [21], [22] addressed 

issues such as modelling time-based variation of expressions, 

domain knowledge, expression dimensions, and personalization of 

existing models. STM encourages the configuration of a generic 

classifier without the test subjects' external labels by attenuating 

individual unique mismatches [23], [24]. STM achieves this effect 

by simultaneously learning a classifier and re-weighting the 

training samples that are most relevant to the test subject. Labelled 

STM is an extension of STM and a special kind of Recurrent 

Neural Network, that improves significantly when applied to 

available labelled test data [25]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Hinton and Salakhtdinov, published an article [26], showcasing 

neural network with multiple hidden layers has better learning 

characteristics which was the beginning of new era ‘deep learning’. 

By getting various degrees of abstract representation of the original 

data, it can increase the accuracy of prediction and categorization. 

According to Andrew Ng [27], the core of deep learning is that we 

now have fast enough computers and large data to train large neural 

networks. 

A Deep Convolution Neural Network consists of many hidden 

convolutional layers and uses high-dimensional images, making 

input and training exceedingly difficult. Every different model 

holds significantly different connections and arrangement in the 

layers. Alex Net  model trained on ImageNet dataset [28] with 

eight learned layers consisting of five convolution and three fully 

connected layers. VGG-16, VGG-19 and Conv Net [29], [30] 

architecture model were proposed with 13, 16 and 22 convolution 

layers respectively with improved accuracy level every time. 

DCNN [31], [32], model was then used for Face Emotion 

Recognition using Emotion Recognition in the Wild Challenge 

(EmotiW) 2015. Mostly researchers prefer CNN over deeper 

models for FER due to many reasons like large dataset, high 

resolution images required, and generalization of the model is 

difficult. Adding more to this the increase in no of layers are not 

the only solution to increase the accuracy as it leads to vanishing 

gradient problem.  

Different techniques and algorithms are analysed for face emotion 

Fig.  2.  The performance of deep learning regarding the size of data 

Table 1. FER analysis for different algorithms 

Pre-processing technique Feature Extraction technique Classification 

method 

Author 

Histogram equalization -- CNN [33] 

Cropping, Normalization DWT, HOG SVM [34] 

Harr Face detection Gabor filter and anisotropic texture, Local 

histogram 

SVR [35] 

SQI, Sobel filter Gabor filter ART, DCT [36] 

Face detection Gabor filter, Gentle boost algorithm DWT, SVM [37] 

Face detection Intensity normalization, Gaussian-weighted 

average 

CNN [38] 

Haar-like features, histogram 
equalization 

-- CNN, KNN [39] 

Viola & Jones, Intra-Face library 

Normalization  

-- AlexNet, VGG [40] 
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recognition in Table 1, according to the pre-processing, feature 

extraction techniques as well as classification methods. Histogram 

equalization, cropping and normalization, Harr for face detection, 

SQI and Sobel filters are few to mention methods used for pre-

processing of a 2D FER. Gabor filter, PCA, HOG, DWT, LBP, 

LBP-TOP, Intra-face normalization are used with different 

classifier techniques like SVM, SVR, ART and DCT. Mostly 

KNN, CNN and Deep CNN are also used with large datasets. The  

overall conclusions on the bases of the papers above are due to 

local histogram the feature vector dimensionality lowers [36], SQI 

filter can overcome the insufficient light and shade light. 

Designing a deep neural network for a specific task entail 

determining multiple configurations and parameters that can 

ensure the network is well suited for the task at hand. Complex 

models, such as CNNs, can easily overfit the data when confronted 

with a small dataset (CK+ and JAFFE images) based on static 

facial expression recognition challenge, which have mixed ie. 

posed and non-posed type data. To tackle the issue of training a 

high-capacity classifier on small datasets, previous work in this 

area has relied on transfer learning across tasks, in which the 

CNN's weights are configured with those from a network trained 

for related tasks before fine tuning them using the target dataset 

[40]. This method has consistently produced better results than 

directly training the network on the small dataset leading to the 

concept name called Transfer Learning [41], [42]. With reference 

to [43], it is observed that VGG-16, VGG-19 uses large no of 

parameters but compared to accuracy there are few algorithms 

using less parameters yet having good accuracy. Thus, we can say 

that, the no of parameters used for learning and the accuracy need 

not have any specific relation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Network Architectures 

This research presents a FER system with the implementation of 

LSTM [23], [44], VGG19 [45], and Dense-Net  [46]  algorithms, 

as well as performance evaluation. VGG-19 and Dense-Net 

algorithms are implemented using transfer learning to reduce 

development efforts. 

Labelled Selective Transfer Machine (L-STM) [23], uses labelled 

data for training where both the sampling weights and classifier 

parameters are jointly optimized. LSTM networks are a type of 

recurrent neural network that would make decisions based on 

learning order sequence prediction concerns. The key concept of 

STM [24] is to re-weight the training samples in order to form a 

dispersal which approximates the test dispersal. 

𝑆𝑡𝑟 = { 𝑥𝑖 , 𝑦𝑖  }𝑖=1
𝑛𝑡𝑟                                         (1) 

where,  𝑥𝑖 = column vector of 𝑖𝑡ℎ column of the matrix X ; and  

𝑦𝑖  ∈ { +1, −1 } 

To compensate for the offset, stacking one in each data vector 𝑥𝑖 

denotes the column vector as 𝑥𝑖 𝜖 ℝ𝑑+1. The STM is further 

formulated for minimizing the objective as  

𝑔(𝑓, 𝑠) =  min
𝑓,𝑠

𝑅𝑓 (𝑆𝑡𝑟 , 𝑠) +  𝜆Ω𝑠(𝑋𝑡𝑟 , 𝑋𝑡𝑒)             (2) 

where, 

𝑅𝑓(𝑆𝑡𝑟 , 𝑠) = On the decision function f, SVM experimental risk is 

specified. 𝑆𝑡𝑟 = training set in relation to time by selection 

coefficients 𝑠 ∈  ℝ𝑛𝑡𝑟, for training sample 𝑥𝑖, each 𝑠𝑖 reacts to 

positive weight. Ω𝑠(𝑋𝑡𝑟 , 𝑋𝑡𝑒) = dispersal mismatch as feature of s. 

When Ω𝑠 is smaller, training and test distribution are nearer and 

the trade-off between mismatch of risk and distribution is when λ 

>0. STM optimizes the decision feature f as well as the selective 

coefficient s. The linear penalized SVM in the form 𝑓(𝑥) =  𝑤𝑇𝑥  

has the goal decision function and minimizes: 

𝑅𝑤(𝑆𝑡𝑟 , 𝑠) =
1

2
‖𝑤‖2 + 𝐶 ∑ 𝑠𝑖

𝑛𝑡𝑟

𝑖=1

𝐿𝑝(𝑦𝑖 , 𝑤𝑇𝑥𝑖)              (3)  

where, 

𝐿𝑝(𝑦,∙ ) = max (0, 1 − 𝑦 ∙)𝑝                             (4) 

Here, L can be any loss function as hinge loss and quadratic loss 

for p = 1 and 2 respectively. The second term in STM, 

Ω𝑠(𝑋𝑡𝑟 , 𝑋𝑡𝑒), copies mismatch region and the objectives are to 

find a re-weighting function that reduces the difference among the 

dispersals of train and test.  Kernel mean matching is used to 

reweight the function, which reduces the empirical mean distance 

between 𝑡𝑟 and 𝑡𝑒 in Kernel Hilbert Space ℌ. 

        Ω𝑠(𝑋𝑡𝑟 , 𝑋𝑡𝑒) = ‖
1

𝑛𝑡𝑟
∑ 𝑠𝑖𝜑(𝑥𝑖

𝑡𝑟

𝑛𝑡𝑟

𝑖=1

)

−
1

𝑛𝑡𝑒
∑ 𝜑(𝑥𝑗

𝑡𝑒)

𝑛𝑡𝑒

𝑗=1

‖

ℋ

2

                                      (5) 
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Fig.  3.  Process schema for the proposed model for Face Emotion Prediction 
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Let, 𝑘𝑖 ≔  
𝑛𝑡𝑟

𝑛𝑡𝑒

∑ 𝑘(𝑥𝑖
𝑡𝑟𝑛𝑡𝑒

𝑗=1 , 𝑥𝑗
𝑡𝑒), where, i=1,……..,𝑛𝑡𝑟, which will 

collect the proximity among a training and each test sample. It is 

possible to accept such labels as the only reference to the target 

topic and to help in deciding the personalized classifier. In L-STM, 

the extension of STM, by adding regularization term 𝜆𝐿Ω𝐿(𝑆𝐿), a 

customized classifier is developed to adapt the target labels, where, 

𝑆𝐿 = {𝑥𝑗
𝐿 , 𝑦𝑗

𝐿}𝑗=1
𝑛𝐿 , as target data and their labels with, 𝑦𝑗

𝐿 ∈

{+1, −1}, 0 ≤ 𝑛𝐿 ≤ 𝑛𝑡𝑒 and  𝜆𝐿 > 0, is used as a trade-off 

parameter. The objective of this additional parameter is to 

normalize the excellence of classification on the targeted labelled 

data, which is specified as, Ω𝐿(𝑆𝐿) = ∑ 𝐿𝑃𝑛𝐿
𝑗=1 (𝑦𝑗

𝐿 , 𝑓(𝑥𝑗
𝐿)). The 

VGG-19 [45] Model was proposed by researchers at the Visual 

Geometry Group at Oxford and is known as VGG. This network 

was distinguished by its pyramidal structure, with the bottom 

layers closest to the image being wide and the top layers being 

deep. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The 19 layers models input dimensions for VGG-19 are 224x224, 

ReLu activation function is used with all 3 fully connected layers 

and 1 Softmax layer. VGG has proven as a very good architecture 

for benchmarking on a particular task but is very slow to train due 

to the no of parameters are around 19.6 billion. The Dense-Net [46] 

model has a completely new connection mode that connects each 

current network layer to the previous network layer. This method 

alleviates/lightens the problem of gradient disappearance to some 

extent. Since each layer is connected with all previous layers, the 

previous features can be repeatedly used to generate more feature 

maps with less convolution kernel. This architecture uses 

hyperparameter growth rate to control the no of feature map 

channels in the network. The growth rate k indicates that the output 

feature maps of each network layer is k. 

4. Dataset 

The dataset for facial behaviour are created using few hardware 

synchronized cameras with good resolution, where the volunteers 

are instructed to pose a series of emotions or even the small video 

is displayed to capture the instant emotions [17]. Anger, happiness, 

fear, disgust and sadness are the 6 basic emotions whereas power, 

expectation, arousal, valence, contempt and relief are classified as 

non-basic emotions. The Extended Cohn-Kanade Dataset [47] and 

the Japanese Female Facial Expression Database [48] are posed 

and unposed datasets with data classified in six plus one basic 

sentiments: surprise, sad, happy, disgust, fear, angry and neutral. 

The CK dataset has been modified with numerous modified 

intensity destinations, such as frame-by-frame action unit intensity 

annotations and a total of 14 action units, and is now known as the 

CK+ [49] dataset. Spontaneous recording and original subjects, 

with remarks and labels for non-basic emotions, contempt, are 

included in CK+ dataset [49] . Japanese Female Facial Expression 

(JAFFE) has 7 expressions out of which 6 are basic and 1 neutral, 

posed by Japanese females [50]. Both the datasets differ in the 

distribution for different emotions, where JAFFE is equally 

distributed whereas CK+ is unevenly distributed for all different 

emotions. The CK+ and JAFFE database complies of more than 

2000 image sequences from over 200 subjects ranging from 18 to 

30 years together. 

 

5. Performance Evaluation 

The classifier algorithms were evaluated for its facial emotion 

recognition on the JAFFE [50] and CK+ [47].  The dataset includes 

African-American, Japanese as well as Asian or Latino students 

where the distribution of emotions are unequal in CK+. Digitalized 

images from neutral to target in the dimension of 640 by 480-pixel 

arrays are arrayed with grayscale values of 8-bit. The database also 

includes color images and some images vary in size of 240 by 240. 

The performance of all the classifiers were evaluated on OpenCV 

platform on  

(i) Core i5 9th generation 16GB memory device 

(ii) 4xNVIDIA Professional Series Quadro P6000 RTX PCle 

3.0-24GB 

 

x1 

Xl+1 = f(ωlxl) + b. xl 

Convolution 

Layer 

Convolution 

Layer 
ReLU ReLU 

Xl+1 = f(ωl+1xl+1) + b. xl+1, xl 

Fig.  4.  Internal connections of layers in Dense Net 

Fig.  5.  Dataset Distribution for different emotions for extended CK and 

JAFFE datasets 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2022, 10(4), 269–277  |  273 

 
Fig.  6.  LBP applied on images, (a) RGB, (b) Gray, Histogram 

equalization on (a) and (b) in figure (c and (d) respectively 

The experimental paradigm was randomly divided into 7 groups of 

approximately equal size and cross-validated by 'leaving one group 

out' using the 7-fold cross validation method. The total sample set 

is divided into two sets: testing and training, with the training and 

test sets used to fit the models and evaluate the error of the chosen 

model. 

 

Fig.  7.   Learning Curve on (a) JAFFE; (b) CK+, for LBP with LSTM 

The validation set is used to assess prediction error for the model 

where validation score is calculated which should be high and loss 

value should be less. The loss function, evaluates the algorithm 

over the dataset. If prediction is less, loss function will be a high 

value and vice-versa. 

Table 2. FER analysis for different algorithms 

Methodology Dataset 
No of 

iterations 

No of 

epochs 
Accuracy 

LBP with 

LSTM 
JAFFE 10 20 98.43 

 CK+ 10 20 72.63 

 

For the implementation of the LSTM model, the input image is pre-

processed using the Viola Jones algorithm for face detection and 

reshaping the detected faces to a definite size. Detected faces are 

applied LBP for feature extraction and histogram to scale all with 

256 features. The recognition accuracy, significantly improved 

with LSTM using 27495 learning parameters. Total learning loss 

of 0.2479 and 0.4536 for JAFFE and CK+ dataset respectively, the 

overall accuracy of 98.43 and 76.59 as well as validation accuracy 

of 67.06 and 72.12 respectively. 

 
Fig.  8.  Layer 1 models filter input images in three different color space 

as (a) Gray, (b) HSV and (c) RdBu image 

The fine-tuning method is used for VGG19 and Dense-Net 

implementation, where some trained layers are freeze and a few 

layers are trained with personalised dataset. The VGG19 Original 

model used with 20 million parameters and other 6 million were 

added by modified layers. The integration of red, green, and blue 

intensities encoded in each colour plan at the pixel's location 

decides the colour of each pixel [51].  The HSV (Hue-Saturation-

Value) colour space is more closely related to how humans 

perceive colours can be easy visualized in figure 8 and 9, where 

the filter layers for different colour space shows the features that 

are used by each layer for training. 

 

 
Fig.  9.  Layer filter images for layer 2, 5, 9, 13, 17 related to Dense-Net 

model 

The total parameters for Dense-Net 201 Model were almost 42 

million, out of which 24 million parameters were trainable 

parameter and 18 million were non-trainable parameters. In the 

figure it is observed that the current layer can take the output 

feature maps of all the previous layers as input features. 

 

 
Fig.  10.  Training and validation loss on CK+ for VGG19 Model 
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The Transfer learning model for Face emotion detection was built 

on VGG19 and Dens-Net with fixed iterations and epochs based 

on the dataset. The iteration of the JAFFE dataset was set to 20 

with 15 epochs, while the iteration of the CK+ dataset was set to 

256 with 50 epochs. 

 
Fig.  11.  Results on CK+ and JAFFE for Dense-Net201 model 

respectively 

The loss curve exhibits a good learning rate, and the model 

behavior for the CK+ dataset exhibits well-fitting learning curves. 

However, the generalization gap is too small in this case. The 

model behaviour on both the dataset was good and shows good fit 

learning curve with good generalization gap. The learning loss of 

VGG16 was 1.9457 and 0.83 for the JAFFE and CK+ datasets, 

respectively, while it was 0.1228 and 1.1521 for Dense-Net. 

 

 

 

 

 

Table 3. Performance Evaluation of Classifier Algorithms (Accuracy) on JAFFE and CK+ datasets 

Methodology   Dataset 
No of 

iterations 

No of 

epochs 
Accuracy AUC ROC Precision 

VGG19   JAFFE 20 15 13.33 50.18 17.11 

    CK+ 256 50 68.4 78.1 75.64 

Dense-Net   JAFFE 20 15 97.45 85.91 67.28 

    CK+ 256 50 96.64 92.99 84.46 

 

The CPU training time for VGG19 was 22 hours, while the GPU 

training time was 6 hours. The CPU training time for Dense-Net 

was 26 hours, while the GPU training time was 7.5 hrs. The 

average accuracy of 97.05% on both different dataset of the Dense-

Net model is pretty well compared to VGG19. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Based on the comprehensive study of different techniques [55], we 

used different approaches of feature extraction like Gabor, LBP, 

LDP, DTP, PBP and NBP with SVM as classifiers for evaluating 

the performance of one of our approaches which is based on LBP 

technique for feature extraction and LSTM for classification. The 

performance of all the approaches is done on CK+ dataset as well 

as JAFFE to avoid biased evaluation. The overall performance of 

LBP+LSTM approach outrated the recognition rate on JAFFE but 

seems to be low performer on CK+ as the dataset is not evenly 

divided. Other approach used for comparison was on transfer 

learning technique approach using Dense Net, which completely 

outperformed all the approaches on both the dataset with 

significant recognition rate. 

6. Conclusion 

In this paper, we evaluated the performance of facial emotion 

prediction using LSTM as well as two distinct deep learning 

models, VGG19 and Dense-Net on two different datasets CK+ and 

JAFFE. The model's performance can be generalised based on the 

training parameters, time required, accuracy and precision. A pre-

processing and feature extraction method based on Viola-Jones 

and histogram for face detection and Local Binary Pattern (LBP) 

is used for LSTM. LSTM with 27495 learning parameters and 3 

layers, VGG19 with 26 million parameters and 19 layers where as 

Dense-Net with 42 million parameters with 201 layers were used 

for experimentation. On both types of datasets, the accuracy level 

of the Dense-Net model (96.64% and 97.45%) appears to 

outperform the LSTM (98.43% and 72.63%) and VGG19 

algorithm. The effect of unbalanced dataset is almost negligible on 

Dense-Net model. When compared to the CPU, the dedicated GPU 

significantly reduced the training time. The researchers have a 

good option after generalising the model for face emotion 

prediction using the transfer learning technique. 
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