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Abstract— Remote sensing is commonly used in remote sensing applications for land cover and land use classification using remotely 

sensed data. Different algorithms for LULC mapping need to be compared to determine which one is most accurate for further use of Earth 

observations. In this study, performance of four machine learning algorithms, specifically decision tree (DT), k-nearest neighbor (KNN), 

support vector machine (SVM), and random forest (RF) was examined with the help of satellite images from the EuroSAT dataset. 

Accuracy assessment was performed using the training, testing, and validation methods. With the help of the confusion matrix, the 

classification output, the prediction test, and validation accuracy assessment were assessed to obtain the classifier with more accuracy. 

Validating the classification findings against actual data would reveal the optimal performance. According to the EuroSAT dataset, the 

overall classification accuracy was 98.57 percent, which is higher than the K-nearest neighbor classifier and more suitable for satellite 

image classification. Appropriate LULC maps can be produced by accurately classifying the data. This map can be used in variety of 

applications. Based on Sentinel-2 satellite photos, we provide a new dataset with 27,000 classified images from 13 spectral bands and 10 

classifications. The suggested research's categorization approach opens the door to an extensive range of Earth observation applications. 

Maps may be improved by using a categorized system, which we illustrate here. 

 

Keyword: machine learning algorithm; land use/land cover (LULC); decision tree; k-nearest neighbor; support vector machine; random 

forest. 

 

I Introduction 

Observing and documenting the Earth's surface via the use 

of a variety of technologies is the process of remote 

sensing (RS). As a primary source of remotely sensed 

data, satellite images are now widely used for a variety of 

purposes, including land use change monitoring, forestry, 

and more. The purpose of remote sensing is to classify 

land surface characteristics by using satellite images [2] 

for land use and land cover planning. 

RS applications rely heavily on image analysis and pattern 

recognition [3]. It is possible to evaluate the classification 

itself in some circumstances. As an example, a map like 

this one for land use categorization may be produced using 

remotely sensed data. Digital image classification relies 

heavily on image categorization as a technique. Images 

are classified using algorithms implemented in software, 

known as classifiers. Various image classification 

methods are now being employed by researchers for a 

variety of reasons [4]. 
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There has been a convergence in coming years between 

the remote sensing and data science fields due to several 

issues. There are several well-known data science 

competitions that use advanced machine learning 

techniques, such as Kaggle (Google 2019). In Kaggle, 

companies provide their data for contenders to use as 

training input for their models, and the winners receive 

monetary rewards. The general public has been provided 

free access to the data of several new Earth-observing 

satellites in recent years. The most recent has been 

EuroSAT Data. 

For this research, we will utilize the EuroSAT dataset and 

four different classification approaches (decision trees 

(DTs), k-nearest neighbors (kNN), support vector 

machine (SVM), and random forest (RF), to assess 

classification strategies for identifying land use and land 

cover (KNN). 

We classified 27,000 geo-referencing photos of land cover 

and land use from the EuroSAT dataset. There is a public 

repository for the EuroSAT data at 
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https://github.com/phelber/EuroSAT [4] [5]. Extensions 

are made to decision trees, k-nearest neighbors, support 

vector machines, random forests (RF), to increase 

classification accuracy. The categorization results of all 

the approaches were compared in this study. 

As far as machine learning algorithms go, random forest 

is one of the most extensively used. It may be employed 

with categorical or continuous variables, which is why 

classification and regression analysis rely on this approach 

so heavily [16]. Land Use [17]-Land Cover [18] 

applications have benefited from RF's versatility. RF was 

compared to the DTs and determined to be the most 

accurate, thereby exceeding the DTs. 

The Support Vector Machine (SVM) is considered the 

most accurate classifier because of its overall accuracy. 

Remotely sensed data categorization can benefit greatly 

from the use of SVM. When compared to DTs and k-NN, 

this method has superior overall accuracy. Training 

imbalance may have an impact on this categorization 

accuracy [20]. 

In this section of the paper, everything is arranged as 

follows: Section II provides a brief overview of other 

works, their context, and their goals. Machine learning 

algorithms are discussed in Section III. Section IV goes 

into great depth about the suggested approach. Section V 

is all about the outcomes and evaluations. Result and 

performance analysis is described in Section VI. 

 

II General Approach of the research  

No prior information about the area classes is considered 

in traditional classification techniques; only information 

pertaining to training and testing venues is. It's impossible 

to test the idea since, for example, there is no data on 

metropolitan regions. This study examines whether or not 

incorporating past land-cover information to classify a 

picture may enhance classification accuracy. It is then 

weighted according to the section into which the class 

falls. Map data defines a built-up land-cover class for 

those pixels that fall outside of an already established 

built-up region. 

 

Background  

A. Use and Cover of the Land among the many different 

types of land cover, there is surface cover, which includes 

annual crops and forests, as well as herbaceous plants and 

highways, as well as subsurface features such as lakes and 

rivers, as well as subterranean features such as grazing and 

permanent crops. Forests, grasslands, croplands, 

wetlands, and urban structures are all types of land cover. 

However, human land use refers to the control and 

alteration of the usual environment by humans, such as 

urban development. As a result, both human-made and 

natural land cover are depicted in the LULC diagram. In 

some cases, there is no clear connection between land 

cover and land use. It is possible to maintain multiple 

types of land cover on one piece of land [6]. 

B. Classification of an image is a computer-aided 

approach for gathering data for digital image processing. 

There are typically four phases involved in image 

classification: 

1. Preprocessing: reducing the haze, identifying the band 

ratios, and correcting the atmosphere. 

2. It's the process of selecting a specific feature to 

characterize the pattern that is called a training sample. 

3. Testing is the third step in figuring out the best way to 

compare the target to the picture pattern. 

4. Validation and evaluation of the categorical accuracy of 

the picture [7]. 

Using the accuracy evaluation, the classification results 

are subject to an accuracy assessment. It is used to make 

the confusion matrix or error matrix, which is used to 

check the accuracy of classification results for all 

classifiers. 

 

Objective 

1. Researchers interested in land use/land cover 

categorization can utilize this paper's goal as a 

road map to help them anticipate which 

techniques and geographic regions they should 

focus on next. 

2. A full comparison of detailed methodologies and 

advantages is presented in this work, which 

begins with picture preprocessing, acquisition, 

and ends with analysis and validation of the 

classification process.  

3. The LU/LC image categorization process is 

explained in detail in this work. 

4. There is a EuroSAT dataset used in this paper. 

 

III Machine learning algorithms 

This section presents a detailed account of the algorithms 

used in image classification. With the help of EuroSAT 

Dataset, the overall accuracy, the producer accuracy, and 

the user accuracy have been determined for all 

methods/algorithms used. 

 

Support vector machines 

Cortes and Vapnik (1995) has explained SVM algorithm 

at first [8] based on the survey by Vapnik (1982) [9]. In 

the field of Remote sensing applications generally uses 

supervised learning technique. The working of SVM 

algorithm is on the hyperplane (decision boundary) which 

helps to find the optimum minimization. In this way, the 

classification problem can be separated into classes that 

can be reliably classified using the training data. 

As part of the algorithm, a hyperplane boundary is found 

iteratively in an n-dimensional classification space in 

order to differentiate patterns in the training data, then the 

configurability is applied to a distinct evaluation dataset. 
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Mountrakis, Jungho, and Ogole (2011) define dimensions 

simply as the number of vectors and spectral bands in a 

multiband composite [10]. 

 

Random forests 

RF is based on the concept that a combination of bootstrap 

aggregated classifiers performs better than a DTs, 

supervised machine learning algorithm [11]. The 

bootstrap component, wherein each individual tree is 

parameterized with the help of an arbitrarily sampled set 

of notes and with replacement from the training data [12]. 

Multicollinearity reduced by de-correlating the trees. The 

proportion of observations which are not considered for 

this work are comprised in the assessment and are known 

as “out-of-bag” samples. A few of these decision trees 

models are built using alternative classifications of the 

input variables, with the approximate majority vote of 

each class summed through all trees as the final output.  

 

Decision Trees 

The Decision Tree classification method that determines 

the structure of a classification tree is a supervised 

classification technique. Top or root nodes in DT are 

responsible for including the functions and attributes 

required to perform the categorization test. The tree edged 

that represents the test result, and the leaf nodes, hold the 

mark for the class. Han J. and Kamber (2006) in their book 

presented that no knowledge base or additional parameters 

are needed for DT generation and can be efficiently 

represented and understood by a human. In addition, the 

authors explained that the DT learning and classification 

method is easy to use and effective in helping achieve 

good accuracy in classifications. Classification decisions 

may be based on decision rules or on binary tree 

structures. In order to carry out the SAR classification, 

knowledge-based or rule-based methods were used 

previous by the author (Pierce et al. 1997). In order to 

discriminate against major classification regions such as 

urban, high vegetation, short vegetation, and bare soil, 

texture details and the backscatter coefficient values of 

both L and C-band polarizations were used. 

A decision tree is a classification system that uses 

specifically a set of rules at each node in the tree to 

iteratively partition a dataset into subcategories. It has 

gained popularity in the classification of land cover with 

the use of remote sensing data because it offers various 

advantages over traditional supervised classification 

processes such as maximum likelihood classification. A 

decision tree can be used to describe decision and decision 

making effectively and clearly in decision analysis. 

Basically, a decision tree is a tree-shaped graphic that is 

used to make such decisions or to display statistical 

probability. The tree is designed to demonstrate how and 

why one decision may leads to the next, with the branches 

indicating that each alternative is mutually incompatible 

[15]. The decision tree's weakness is high overfitting in 

training data, which means that a small change in data can 

result in a completely different tree. 

 

K-nearest neighbor  

As a supervised algorithm, kNN is mostly used for 

classification and regression [13]. Training samples 

considered as input are the k-nearest neighbors' training 

samples, and the output will be assumed to be a class, 

which will be classified based on the majority vote of its 

neighbors, the most frequent class among the k nearest 

neighbors assigned as the Classifier. The basic idea is of 

selecting the nearest training sample and then determine 

its level depending on the distance. The significant 

drawback of this technique is that it is difficult to estimate 

the value of parameter k. Furthermore, the technique does 

not specify which sort of distance to utilize or which 

characteristic to employ to achieve the best outcomes. It 

has been extensively studied how decision trees perform 

in machine learning and data mining. They are 

nonparametric supervised learning methods that make it 

easier to perform classification and regression [14].  

 

IV Methods 

A. Research structure 

As shown in Fig. 1, the methodology structure in this 

study is divided into three steps. Firstly, EuroSAT dataset 

is to be taken as input and preprocessing of the satellite 

images is required to remove the noise and image 

enhancement.  Secondly, the dataset is divided into three 

main samples, train, test, and validate samples on which 

the SVM, DTs, RF and k-NN are applied. Before this the 

training model is to be built once to reduce the training 

process again and again. Whereas in third step Land Use/ 

Land Cover classification is to be done followed by the 

accuracy assessment for each classifier. The evaluation of 

image classification has been calculated from confusion 

matrix with the help of producer’s accuracy, user’s 

accuracy, overall accuracy. 

 

B. Dataset Creation 

Each day, over 1.6 terabytes of compressed images is 

provided by the Sentinel-2 satellite constellation. 

However, the lack of labelled ground truth data with the 

amount of data makes supervised machine learning less 

effective. EuroSAT dataset is a collection of images which 

comprised of 10 different classes, each comprising 

between 2000 and 3000 images. 27000 images make up 

this collection. They measure 64 pixels by 64 pixels. The 

ten categories of land use and land cover used in the 

analysis allowed us to generate thousands of image 

patches. Annual Crop, Permanent Crop, and Pastures are 

included in the proposed dataset to distinguish between 

diverse agricultural land usages. The dataset also 

discriminates against built-up regions, such as roadways, 
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manufacturing facilities, and residential properties, since 

it covers groups. There are several bodies of water to 

choose from, including Lakes, Rivers, and the Sea. Forests 

and herbaceous vegetation, for example, are new 

unexplored ecosystems that each have their own class. 

Fig. 2 displays a list of classes impacted and four 

examples from each class. The EuroSAT land-use and 

land-cover classes are described below in table 1. 

 

 

 
Figure 1- the methodology structure 
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Figure 2- Sample image of EuroSat dataset [4]. 
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Table 1 The EuroSAT land-use and land-cover classes are described. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

EuroSAT 

Dataset 

Classes Description of Class Sample of 

Class 

Permanent- Crop The soil is permanently occupied by a crop, which produces 

harvests for several years in a row. Fruit orchards, 

vineyards, and olive groves, to name a few examples. 

Crops are harvested each year. 

 

 

Annual-crop Annual crops take up soil space and provide limited 

harvests. 

months. Barley, maize, etc., are examples of such crops. 

 
 

Pastures Domesticated livestock such as cattle, horses, sheep, goats, 

etc can be found in the pastures. 

 

 
 

River A river is a natural stream of water that travels toward its 

destination such as a lake, a sea, and an ocean 

 
 

Sea &lake An area that is completely encircled by water. 

 
 

Forest A large piece of land that has been heavily forested. 

 
 

Herbaceous 

vegetation 

Herbaceous plants, also known as vascular plants, are found 

in these areas. Plants with no above-ground woody stems. 

 
Industrial 

building 

A human-made environment used to protect industrial 

equipment. 

 
 

Residential 

building 

Human covered areas for their own sheltering. 

 
 

Highway Human covered areas for their travelling. 

 

C. Image Classification 

Typically, image classification consists of four steps: first, 

the image is pre-processed, which includes removing 

noise, finding band ratios, and making atmospheric 

adjustments. Training sample refers to the selection of 

specific criteria features with which to describe the pattern 

based on the selection of the training sample. 

Additionally, it is important to choose the best method for 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2022, 10(1s), 67–77 |  72 

comparing the target to the image pattern. Lastly, is the 

accuracy assessment of the image classification [22]. In 

this paper, supervised classification classifiers such as 

SVM, DTs, RF and k-NN have been used for land use and 

land cover classification to classify the image of the 

specific classes. 

 

 

 

D. Validation Technique 

To validate model performance four validation techniques 

overall accuracy, producer accuracy, and user accuracy 

[23]. 

The formula for overall accuracy is Overall accuracy 

= o / n. ' 

n = total number of test samples, o = number of 

accurately predicted samples observed. 

 

Algorithm 
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V Analysis and Result 

In section V, the performance evaluation of the proposed 

model uses EuroSAT dataset for the classification of 10 

LULC classes. These are highway, annual crop, 

herbaceous vegetation, forest, industrial building, 

pastures, river, permanent crop, residential building and 

sea and lake. This was accomplished by using the 

EuroSAT dataset, which includes 27,000 image patches, 

70% of which were used to train, 30% for testing. Table 2 

shows the results. 

Table 2 Confusion Matrix- Test data results of 

classification algorithms where PA-Producer’s Accuracy, 

UA-User’s Accuracy 
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Algorithm Decision Tree k-NN Support Vector Machine Random Forest 

Class/Accura

cy 

PA Producer’s 

Total 

UA PA Producer’s 

Total 

UA PA Producer’s 

Total 

UA PA Producer’s 

Total 

UA 

Annual Crop 36.5 304 100% 26.47 661 100% 51.42 280 100% 68.92 379 100% 

Forest 70.7 277 100% 0.0 20 100% 63.24 419 100% 65.15 348 100% 

Herbaceous 

Vegetation 

16.18 309 100% 10.00 230 100% 28.35 261 100% 26.05 213 100% 

Highway 18.29 246 100% 68.75 16 100% 43.85 114 100% 55.26 140 100% 

Industrial  49.46 188 100% 0 0 100% 74.49 298 100% 67.78 291 100% 

Pasture  23.58 212 100% 6.60 106 100% 36.33 333 100% 33.03 232 100% 

Permanent 

Crop 

19.18 245 100% 0.0 3 100% 37.39 246 100% 13.04 169 100% 

Residential  33.56 292 100% 0.0 0 100% 51.01 345 100% 48.98 386 100% 

River  28.35 261 100% 70.00 50 100% 45.72 234 100% 56.83 262 100% 

Sea Lake 65.02 366 100% 18.15 1614 100% 46.12 271 100% 94.09 274 100% 
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Prediction on Test Data-Decision Tree      Prediction on Test Data-k-NN 

 

 
 

Prediction on Test Data-Random Forest        Prediction on Test Data-SVM 

 

Figure 3 A DT, k-NN, RF, and SVM algorithm error 

matrix displaying accurate and wrong cross-tabulations of 

evaluation sample. The LCLU classes are numbered “a” 

through “j”, where a = Annual Crop, b = Forest, c = 

Herbaceous Vegetation, d = Highway, e = Industrial, f = 

Pasture, g = Permanent Crop, h = Residential, i= River, j= 

Sea Lake. The performance indicators presented in Table 

on Validate Data are derived from the confusion matrices. 

 
Figure 4- Graphical representation of DT, k-NN, RF and SVM-performance on Test data 

 

Table 3. Validation results of classification algorithms 

 

Validation 

Method  

 

DT k-NN SVM RF 

Overall 

Accuracy (%)  

37.22 21.25 50.85 56.70 
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Prediction on Validate Data-Decision Tree              Prediction on Validate Data-k-NN 

 

 
Prediction on Validate Data-Random Forest                    Prediction on Test Data-SVM 

 

Figure 5 A DT, k-NN, RF, and SVM algorithm error 

matrix displaying accurate and wrong cross-tabulations of 

evaluation sample. The LCLU classes are numbered “a” 

through “j”, where a = Annual Crop, b = Forest, c = 

Herbaceous Vegetation, d = Highway, e = Industrial, f = 

Pasture, g = Permanent Crop, h = Residential, i= River, j= 

Sea Lake. The performance indicators presented in Table 

on Validate Data are derived from the confusion matrices. 

 
Figure 6- Graphical representation of DT, k-NN, RF and 

SVM -performance on validate data 

 

The Random Forest approach appears to be superior to 

decision tree, k-nearest neighbor, and SVM in image 

classification, although SVM and decision tree perform 

similarly well, while k-NN performs worse than the other 

algorithms. When it comes to producer's accuracy, RF 

scores 94.4 percent in the sea lake class and SVM scores 

74.49 percent in the industrial class, with 100% UA and 

50.85 percent total accuracy for each class separately. 

Conclusion 

For land use and land cover image classification, RF is 

used in conjunction with SVM, decision tree and k-nearest 

neighbor methods in this research and in figure 3,4,5, and 

6. For low-resolution satellite image classification, the 

results of a statistical analysis show that RF can be a 

superior alternative approach than other methods, 

especially when compared to other methods. The findings 

show that the SVM consumes a lot of computing time but 

has a high level of accuracy compared to other techniques, 

like DTs and k-Nearest Neighbor. It is easier to assess the 

performance of DTs with smaller data sets than it is with 

larger ones. If you want to use the Random Forest 

algorithm, you will need a lot of resources and 

computational power. It also requires a considerable 

amount of time to learn as it relies on several decision 

trees to make its classification. 
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