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Abstract- In this paper, a study on the algorithm that recognizes and judges sound source using convolutional neural network (CNN) is 

introduced. It is assumed that multiple of microphones are attached to receive sound information. The received sound information is then 

converted to visual information with the Mel-spectrogram which expands 1-dimensional sound information to 2-dimensional information. 

However, the shorter the extraction time by reducing n_mels, the lower the resolution of the image and the lower the performance as 

learning data. The value of n_mels = 64 is suggested to minimize the extraction time of Mel-spectrogram because this algorithm should be 

used in the autonomous vehicle. Through the computational experiment, 95% accuracy was obtained through CNN, machine learning. 
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1. Introduction 

Vehicle drivers use both senses of sight and hearing to 

perceive and judge their surroundings. However, most of 

the technologies currently applied to autonomous vehicles 

rely on the driver’s vision. However, judging the situation 

by visual information alone has limitations when 

compared to the overall judgment of humans through 

visual and auditory sensing. That is, it is impossible to 

make a three-dimensional judgment like human being 

using only visual information except auditory 

information. For example, imagine a situation when a 

siren of a police car or an ambulance can be heard from a 

distance, or a natural disaster such as a rockfall or an 

earthquake occurs. When visual information is not 

sufficient, autonomous vehicles that rely solely on visual 

information cannot make accurate judgments and 

responses. Therefore, auditory information must be used 

for autonomous vehicles to make three-dimensional 

judgment such as human level.  
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Therefore, for classifying and recognizing acoustic 

signals, we propose a system where five microphones are 

attached to a vehicle to receive sound information, and 

after conversion to visual information called mel-

spectrogram which expands and receives the received 

one-dimensional sound signal in two dimensions, using 

machine learning model convolution neural network 

(CNN). We propose this system for analysis and 

recognition. As a result, an autonomous vehicle having an 

auditory function for determining the direction, distance 

and type of an acoustic signal can be realized. On top of 

that, this autonomous vehicle technology is capable of 

determining a three-dimensional surrounding situation 

like a human 

 

2. Artificial neural network and CNN 

This study used supervised learning that uses input and 

correct answer data to classify acoustic recognition and 

used artificial neural network model. The artificial neural 
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network learns through the process of modifying the 

algorithm by contrasting the output signal with the correct 

answer signal according to the input. The artificial neural 

network is composed of an input layer, a hidden layer, and 

an output layer, and each layer consisting of several 

nodes. The neural network learning is done by modifying 

the weights connected to each node. That is, in order to 

reduce the difference between the correct answer signal 

and the output signal according to the input, the weight of 

the node close to the correct answer signal should be 

increased. Thus, the process of adjusting the weight by 

comparing with the correct answer signal is called 

'learning'. In addition, the neural network has a more 

complicated structure which allows for more sophisticated 

classification and increasing the number of hidden layers 

to two or more. This is called a deep neural network, and 

learning through the deep neural network is called deep 

learning. Deep neural networks are segmented by adding 

specific devices or functions to each node. Fig. 1 shows 

the structure of a CNN. The CNN is a structure in which 

a convolution layer and a pooling layer are added to the 

hidden layer. CNN, which plays a key role in acoustic 

recognition, is a deep neural network specialized in the 

classification of visual images. The process by which 

CNN trains image classification is as follows. First, when 

a training image is input to the convolutional layer, a 

filtering technique is applied to represent the image as a 

matrix including feature data, and each element of the 

matrix is converted to be suitable for data processing. Data 

extracted to some extent does not need to be used to 

determine all of them, so it undergoes a subsampling 

process that reduces feature data and then goes through a 

maximum pooling process that selects the largest value 

among the reduced data. As a result, this process reduces 

the size of the data in the input image and reduces the 

noise, which leads to better image discernment Therefore, 

CNN model is widely used for image recognition. 

 

 
Figure 1- Structure of CNN[2] 

 

3. Mel-spectrogram 

The sound signal has amplitude information in the time 

axis and the frequency band. When a sound signal is 

received without special processing, it is inevitably 

expressed in one dimension. The mel-spectrogram 

expresses the one-dimensional sound signal information 

as one image. Fig. 2 shows a mel-spectrogram extracted 

from the sound of a vehicle crash. In the mel-spectrogram, 

the horizontal axis represents time and the vertical axis 

represents frequency. The amplitude values are expressed 

in color. The larger the amplitude value, the brighter the 

color. Through this, one-dimensional sound information 

can be changed into a two-dimensional image, and the 

overall information can be understood. 
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Figure 2- Mel-spectrogram 

 

4. Sound recognition algorithm using CNN 

Figure 3 shows the sound recognition algorithm that can 

be applied to autonomous vehicles. First, when the audio 

signal is input to the microphone sensors arranged at the 

corners of autonomous vehicle, the audio analysis 

algorithm extracts the mel-spectrogram of the audio 

signal. The algorithm performs sound source location 

recognition through Inter-aural Time Difference (ITD) 

and Inter-aural Level Difference (ILD). The mel-

spectrogram is used as the input data of the completed 

CNN learning. CNN compares the learned mel-

spectrogram with the input data through the convolution 

and determines the specific audio signal. The output 

determined from the specific signal leads to proper 

reaction. For example, when autonomous vehicle 

recognizes a siren sound from the front right side, it reacts 

to avoid the direction to the left side. The reason for using 

CNN is that it is more effective to extract a feature of 

information from two-dimensional image than from one-

dimensional sound signal. In CNN, the process of 

extracting the feature of data is included in the neural 

network, so the processing is omitted in the algorithm. In 

addition, it is possible using a small number of learning 

data, because the two-dimensional mel-spectrogram 

diversifies the one-dimensional acoustic information. [3] 

 

 

 
Figure 3- Sound Recognition Algorithm 

 

5. Mel-spectrogram Extraction 

Figure 4 shows the sound source data used in the 

experiment and the data converted to mel-spectrogram. 

Waveform has a one-dimensional information system that 

represents only amplitudes on the time axis. Mel-

spectrogram has two-dimensional screen information by 
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representing amplitudes in color on the frequency and 

time axes. Therefore, when comparing information based 

on two criteria rather than comparing information on one 

basis, it becomes a basis for making more sophisticated 

judgments.[4] 

 

 

 

 
A 

 
B 

Figuer 4- Visualization with sound data and Mel-spectrogram: A, Waveform of siren sound; B, Mel-spectrogram extracted 

from waveform A 

 

When an autonomous vehicle is in an urgent situation, the 

sound recognition algorithm must make a quick judgment. 

Fig. 5 is a graph of mel-spectrogram extraction time and 

resolution which is from two-second audio samples. 

Seconds were rounded to the third decimal place. Values 

are measured five times and averaged to obtain consistent 

results. The output time of the algorithm can be expressed 

as the sum of the time taken to extract the mel-

spectrogram and the time determined by the CNN. 

Although it is difficult to reduce the determination time of 

the CNN, it is possible to reduce the mel-spectrogram 

extraction time by reducing the sampling rate (n_mels) in 

the mel-spectrogram extraction process. However, the 

shorter the extraction time by reducing n_mels, the lower 

the resolution of the image and the lower the performance 

as learning data. In Fig. 5, since there is a minimum time 

that does not further decrease and its average time is about 

1.48 seconds, the experiment was conducted with 64, 

which is the n_mels value that can maintain a proper 

resolution while minimizing mel-spectrogram extraction 

time. 

 
Figure 5- Extraction time of Mel-spectrogram according 

to change of n_mel 
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6. Sound recognition with CNN 

Experiments were conducted to construct the actual CNN 

model and recognize sound source using vehicle driving 

sound and siren sound. A total of 385 learning data were 

used, with 188 siren sound data and 197 vehicle driving 

data. These two types of data are visually distinct and can 

be used a learning data for CNN. Fig. 6 shows the 

experimental result for CNN's binary classification of 

sound recognition. ‘Epoch’ represents the number of 

learning, ‘acc’ represents training accuracy for each 

epoch, and ‘val_acc’ represents verification accuracy for 

each epoch. Experiments were conducted to design binary 

classifications of siren and driving, and the results showed 

significant results with about 95% verification accuracy at 

35 epoch. High accuracy was obtained by using 385 

learning data, and efficient results were obtained by using 

relatively small amount of learning data. 

 

 
Figure 6- Experimental result for CNN’s binary 

classification of sound recognition 

 

 

7. Conclusion 

In this paper, we have conducted a study on the algorithm 

that recognizes and judges sound source using CNN. To 

conduct this study, microphones are attached to receive 

sound information in the autonomous vehicle. The 

received sound information is then converted to visual 

information and the Mel-spectrogram was utilized, which 

expands one-dimensional sound information to two-

dimensional information. The value of n_mels = 64 is 

suggested to minimize the extraction time of Mel-

spectrogram with explanation of extraction process. 

Through the experiment, 95% accuracy was obtained 

through CNN learning. As a result, we conclude that 

sound source recognition through CNN can effectively 

recognize dangerous situations around autonomous 

vehicles. This paper implements the voice recognition 

system for visual installation of autonomous vehicles 

using CNN, and it is verified that recognizing sounds that 

can fly in road traffic is very accurate, and based on this, 

it is expected that the stability of autonomous vehicles can 

be improved further. 
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