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Abstract: Machine Learning (ML) is a progressive and immensely approached technological application which became an enormous trend 

within the industry. ML is widely utilized in various applications and can be utilized by healthcare companies to acquire valuable data that 

can be used to diagnose diseases in the earlier stage. In this paper, a new classification approach Broyden’s Kernel Import Point (BKIP) 

classifier is proposed and summarizes the use and its application in healthcare domain. BKIP classifier is a new approach used for 

classification which is built on Kernel Logistic Regression and Import Vector Machine (IVM). Data for the current study project was 

gathered from the ESIC Hospital in Bengaluru, India, and it was found that the BKIP algorithm's computational cost was significantly 

lower than that of the Support Vector Machine (SVM) and the IVM.  The paper provides the implementation of the BKIP classification 

algorithm and it is noted that when applied to Polycystic Ovary Syndrome (PCOS) data, the model produced an accurate result of 89.1 %. 
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1. Introduction

Healthcare prediction using ML techniques has been prominent 

nowadays. Popular algorithms such as SVM and IVM has gained 

attention for a decade [1] [2]. BKIP is a new approach that is built 

upon IVM. BKIP classifier can perform efficiently as it employed 

a small part of the training data to index the kernel basis function 

[3]. As a result, the BKIP classifier has the advantage over IVM 

and in the current proposed methodology Broyden’s is used as the 

core function which makes the algorithm less expensive. IVM is 

built on the Newton-Rampshon methodology which is 

computationally expensive. Electronic Health Record’s (EHR) [4], 

store patient records acquired during healthcare decisions as a form 

of clinical data. It's very difficult to work with this raw data 

manually and ML has come to prominence as a sophisticated tool 

for analysis. In healthcare, ML can help doctors to perceive and 

understand the patient’s situation as well as identify better 

treatment based on the present disease condition [5]. It is observed 

[6] that IVM is mainly applied to the spatial datasets and it gives

potentially good outcomes, but its application and performance 

when applied to healthcare datasets is limited.  To address this 

drawback BKIP classifier is applied which uses Genetic Algorithm 

in the initial stage for processing the datasets and selecting the best 

feature set [7-8]. BKIP classifier is an improvised version of the 

IVM classifier and has a greater potential to handle healthcare data. 

This paper summarizes the implementation of the BKIP classifier 

for the prediction of infertility in obese women [9]. The ladies in 

the age range of 19 to 40 years deal with the very serious issue of 

PCOS and if left untreated can lead to several other health issues 

and will finally lead to infertility [10]. Obesity is the primary cause 

of infertility and the fact that PCOS causes obesity or obesity 

causes PCOS is still under research.  

2. Theoretical Background

2.1 Logistic Regression (Lr) And Kernel Logistic Regression

(Klr) 

(A)LR: Let us consider the training set (pn, qn ) where k=1,…,K

where N is the labeled samples with features vectors pn€ IRM and

class labels qn € P= {P1, . . ., PK}.  These interpretations are

processed in the form of a matrix which is represented as P, Where

S= {s1...,sN}, and the labels are abbreviated in the vector form with

is represented as q=[q1,…,qN].

The posterior probability pbn for a two-class classification of pn 

is supposed to obey the LR method which is represented as 

follows: 

pbn = pb(qn = B1|pn;z) = 
1

1+𝑒𝑥𝑝 (−𝑧𝑇𝑥𝑝𝑛) 
 (1) 

Where the extended feature vector is represented as PT
n = [1, pT

n] 

€ IRM and the extended parameters is represented as ZT = [z0, zT] 

€ IRM+1 here z0  is biased and the z is weight vector. 

Kernel Logistics Regression: Classical logistic regression will 

not classify accurately for non-linearly separable data, hence the 

kernel version. In the case of linear non-separable data, the original 

observations which are represented as P. The kernel matrix ƙ=  ƙnm 

where the kernel function is ƙnm =  ƙ(pn, pm). In kernel-based 

approach parameters are referred as ά, and works in an iterative 

way: 

ά (i)=(
1

𝑁
 ƙT Яƙ + ƛ ƙ)-1 ƙTЯZ (2) 

Ź=
1

𝑁
(ƙ ά(i-1) + Я-1(ƥ − 𝑡))  (3) 
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By Using the Newton-Raphson procedure object function is 

optimized: 

Ǭ(i) = -
1

𝑁
∑[𝑡nlog ƥn + (1-tn) log (1- ƥn)] +

ƛ

2
 άT(i)Kά(i)       (4) 

The elements of (N x N)-dimensional diagonal matrix Я  is řmn = 

ƥn(1- ƥn) where  ƥn =
1

(1+𝑒𝑥𝑝𝑒𝑥𝑝 (−ƙ𝑛ά)) 
  and ƙn refers to the nth rows 

of the kernel matrix ƙ.  

The binary target vector of length N codes where t € {0, 1} with 

the labels  tn =0 for  and   for  Additionally 

parameter  is added to prevent overfitting. 

 

 

2.2 Import Vector Machines (IVM) 

Zhu, T. Hastie [12] proposed IVM, which is based on KLR. 

IVM algorithm relies on a classic LR model which has been 

enhanced with kernel features. The subset ‘ᴠ’ is termed as set of 

import vectors. Up until the convergence principle is satisfied, the 

import vectors are originally determined using data samples for the 

empty set. The selection of the data samples is based on the 

observation that include the subset "v" reduces the objective 

function. The initial import vector is chosen as the data point at 

first. This site results in the best one-class categorization, which 

indicates that it is located in the region with the greatest 

concentration of class-specific data [13]. After that, the second 

import vector that produces the best linear reparability to one of 

the other classes is picked. 

 
Fig. 1. Overall working of BKIP Classifier 

All of the training data are used to train the classifier in kernel 

logistic regression. This requires a lot of memory and processing 

resources for data sets with a lot of training examples. Similar to 

the IVM method and SVM [12], the kernel logistic regression is 

solved spatially by selecting a subset of feature vectors from the 

training set with Ṿ = |ᴠ|  samples Pᴠ = [ P ᴠ,m] where m = 1,...v. 

Import vectors are the name given to these feature vectors. 

The parameters in iteration I are established via (2) and (3).  

ά( i) = (
1

𝑁
 ƙT

v Яƙv +ƛƙЯ)-1ƙv
TЯZ       (5) 

Ź = 
1

𝑁
(ƙv ά( i-1) + Я-1(ƥ-t)    (6) 

3. Research methodology BKIP Classifier:  

The PCOS dataset is preprocessed using the standard 

preprocessing technique to remove all types of unwanted data, 

ambiguous data, and missing values [14]. The dataset is optimized 

using a Genetic Algorithm where the feature extraction takes place. 

The top 10 best features are extracted and then sent to the BKIP 

classifier. 

GAs are a type of heuristic remedy or optimization technique 

that was inspired by Darwin's idea of evolution by selection. A GA 

evolves solutions to problems using a very abstract version of 

evolutionary processes. The successor population is produced by 

GA using fitness-based selection and recombination. 

3.1 BKIP Classification Algorithm working methodology: 

This paper proposes a unique classification technique BKIP 

[15], which overcomes the drawbacks of existing ML algorithm.  

Table 1 shows the summary of SVM, IVM, and BKIP 

Classification algorithm comparing the objective_ function, 

optimization Technique, Sparse, Training_ time, Testing_ time, 

and Probabilistic properties. 
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Table 1: Summary of The Svm, IVM, and BKIP Algorithm 

concerning a few Characteristics. 

Appro

aches 

Objective_ 

function and 

Optimization 

Technique 

Sp

ars

e 

Training_ 

Time 

Testi

ng_ 

time 

Probabili

stic 

IVM convex, IRLS 

with greedy 

FSS*1 

+ 0/+ + + 

BKIP 

Classi

fier 

Convex, 

IRLS*2 and 

search-based 

and Genetics 

and Natural 

Selection 

protocols 

optimization 

procedure 

+ + + + 

SVM convex, greedy 

with SMO 

algorithm 

0 + 0 0 

*1Forward Stepwise Selection. 

*2 Iterated Re-weighted least squares 

*Note: Here “–” Means the Algorithm “Barely” satisfies the 

mentioned property, “0” indicates that the Algorithm “Partially” 

fulfils the mentioned condition and “+” Means the Algorithm 

“Completely” satisfies the property. The SVM algorithm has 

quadratic as Objective function and therefore its property is 

convex. Here the optimization problem is competently solved with 

sequential minimal optimization Technique [7]. Similarly, IVM 

has a concave Objective function that can be solved using the IRLS 

technique and a greedy forward selecting of import vectors even 

though it is non-quadratic [16]. 

The BKIP classifier's objective function is also symmetric and 

employs both a natural selection method and the IRLS technique. 

The BKIP algorithm works as follows: The datasets {d1, d2, …, dn} 

are preprocessed and processed using a Genetic Algorithm which 

performs parameter optimization and Feature Selection [17]. The 

GA model selects the top five features which actually contribute to 

the prediction {d1, d2, …,d5 }.  

The BKIP classifier identifies the subset of Š of {c1, c2, … cn} 

such that the sub-model provides a reasonable approximation of 

the entire model. A computationally costly, greedy forward 

approach is used here to avoid the combinatorial difficulty that can 

arise from trying to find all subsets. Initially the null model Š =ø is 

considered and then built up iteratively. The main idea followed 

here is finding a data point among { c1, c2, … cn }\ Š, such that the 

new sub-reduced  Š model's regularized negative log-likelihood 

will result from adding it to the existing. 

Step 1: Let Š = ∅, £ = {C1, C2, … Cn}, p=1 

Step 2: For each C0 €  £, Let 

 u ( C ) =∑ 𝑍𝑖 𝑃( 𝑐, 𝑐𝑖)𝑐𝑖€Š 𝑈 {𝑐1}                        (7)  

Step 3: Use Broyden’s Method to Minimize ‘a’: Here is the 

Broyden’s equation: 

Jn  = Jn-1 + (∆Fn – Jn-1 ∆Cn / | Cn |2 )  * ∆ Cn
T      (8) 

Where C0 is the initial parameter and C2..Cn uses the Secant 

method uses the finite difference approximation. 

Š (Cl) = 
1

𝑛
∑ ln (1 + exp (−b ∫ l (Ci)))

𝑛

𝑖=0
 +  

𝜆

2
 || gl(x)|| 2 ĤK   (9) 

=
1

𝑛
∑ ln (1 + exp (−b. P

𝑛

𝑖=0
l
1.Jna) + 

𝜆

2
 aT.J(n).P2

la         (10) 

where the regressor matrix 

Pl
1 = (P(Ci, Ci`))n*p , Ci, € {C1, C2, … Cn}, Ci`  € Š U {Cl}        (11) 

the regularization matrix 

 Pl
1 = (P(Ci, Ci`))n*p ,Ci , Ci`  € Š U {Cl};               (12) 

            and p=| Š | +1; 

Step 4: Now find the value of  

 Cl =  (Š (𝐶𝑙)) 𝐶𝑙€  £  . 

Let Š = Š ∪{ Cl ∗ },O = O\{ Cl ∗ }, Šk = Š (Cl ∗ ), p = p + 

1. 

Step 5: Once Šk iterates, execute Processes 2 and 5 once more.  

The stopping criteria is that if the ratio 
Š𝑘− Š𝑘−∆𝑘

Š𝑘 
  is less than some 

prechosen small number, adding new import points to Š is stoped. 

Choosing The Regularization Parameter Lambda (λ) and 

Sigma (Σ) 

Regularization parameters of BKIP Classifier Sigma and 

Lambda are not fixed. To acquire precise results, the best and most 

ideal value must be selected. The complete collection of data is 

arbitrarily divided into a training set and a testing set. 

Misclassification error on the testing set serves as the primary 

factor for selecting λ & Σ.  

 For this experiment the value of  λ is assigned as exp(-11) and 

value of Σ is assigned as 12, based on the misclassification error. 

Every iteration the value keeps changing and the figure 2 and 3 

below shows the Optimal Lambda and Sigma value.  

 
Fig. 2. Optimal Lambda Value 

 
Fig. 3. Optimal Sigma Value  
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Table 2. Comparison Chart of IVM and BKIP in terms of various 

parameters. 

Algor

ithm 

n Lambd

a 

Sigma Fval* R

at

* 

Err_t

rain/

N* 

Acc

urac

y 

IVM 

 

16

00 

Exp(-

11) 

12 0.6931

47 

IN

F 

0.32 67.2 

BKIP 16

00 

0.00065

1(optim

al) 

8.2785

92(opti

mal) 

0.4941

79 

0 0.22 84.6

1 

Note: Rat represents Ratio of Negative log-likelihood and fval 

represents Negative log-likelihood, N represents Dimension, n 

represents no of datasets, Lambda and Sigma are the regularization 

parameter which is constant for IVM but BKIP its variable. Err_ 

train represents the training error. 

4. Results and Discussions 

The BKIP and the IVM's results on PCOS datasets are contrasted 

in this section. An overview of these datasets is provided in Table 

2. These datasets all employ a radial kernel (2.4). For the BKIP, 

the variable is based on generalization performance, whereas the 

parameters and are fixed at particular values that are best for the 

IVM. The table infers that the performance of BKIP is better when 

compared to IVM. 

Table 3 compares the performance of the IVM and BKIP 

classifiers based on the total number of datasets. It is observed that 

IVM doesn’t show much progress in Accuracy when the total 

number of datasets are increased but whereas in BKIP Classifier, 

the performance significantly increases as the as the no of datasets 

increases.  

4.1 Optimization Results 

 The Table 4 shows the output of BKIP Classification Algorithm 

output. It is clear that when the IP (Import Point) value is 80 the 

model has achieved highest Accuracy with 89.1% with the Ratio 

of Negative log-likelihood is 0.0013 and Negative log-likelihood 

is 0.396787 and the training error is 0.11.  

Table 3: Comparison of IVM and BKIP based on the count of datasets 

No of datasets IVM BKIP 

400 73.7 79.2 

600 84.6 80.1 

800 67.8 80.7 

1000 60.8 88.2 

1200 75.9 88.4 

1600 73.2 89.1 

Table 4. Output of BKIP Classification Algorithm 

ambda Sigma Accu

racy 

#I

P 

Ratio of  

Negative 

log-

likelihood 

Negative 

log-

likelihoo

d 

traini

ng 

error 

0.00004

9 

0.59182

8 

74.7 15

0 

0.0027 0.495131 0.25 

0.00065 8.02580

3 

84.7 15

0 

0.0015 0.500105 0.15 

0.00141 8.05919

2 

88.2 11

1 

0.001 0.443757 0.11 

0.00046

9 

8.25292

4 

82.9 15

0 

0.001 0.471621 0.17 

0.00000

1 

1.51094

2 

65.3 16 0 0.644957 0.33 

0.00007 7.02901

4 

84.2 30 0.048 0.400413 0.14 

0.00124

2 

8.06175

5 

89.1 80 0.0013 0.396787 0.11 

0.00000

1 

5.07860

8 

77.3 23 0.0009 0.530792 0.23 

0.01238

4 

6.98742

4 

81.8 18 0.0006 0.515698 0.18 

0.00065

1 

8.24151

7 

87.3 15

0 

0.0016 0.435532 0.13 

0.00000

1 

3.125 70.4 15 0.0085 0.554224 0.29 

0.00151 8.02531

8 

79.8 65 0.001 0.557704 0.2 

0.00076

6 

8.33695

8 

84.9

0 

15

0 

0.0014 0.502627 0.15 

0.00000

3 

8.53427

8 

79.8 35 0.009 0.443074 0.2 

0.00065

1 

8.27777

6 

85.1 15

0 

0.0017 0.465015 0.15 

0.00062

5 

8.26202

8 

86.4 15

0 

0.0015 0.470594 0.14 

0.00504

3 

6.59121

6 

71.3 19 0.001 0.629474 0.29 

0.00193 1.875 73.8 51 0.0009 0.596405 0.26 

0 8.44283

2 

82.9 34 0.0042 0.375633 0.17 

 

Figure 4 shows the output of Genetic Algorithm when combined 

with BKIP Classifier. The figure 4a. Shows the penalty value: 

Best: -0.868132 Mean: -0.693407 for 15 generations. The second 

figure 4b demonstrates how the Fitness function measures how 

closely a particular solution adheres to the ideal answer to the 

intended issue. It establishes how suitable a solution is. 
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Fig. 4. 4a) Best penalty value, 4b) Optimal-Random seed Generation 4c) Fitness Scaling and 4d) Stopping Criteria. 

5. Conclusion 

The main outcome of this work is to show the implementation of 

Broydon’s Kernel Import Point (BKIP) Classification 

methodology in Healthcare domain. This paper introduces BKIP 

Algorithm and its importance in the initial stage followed by the 

working Algorithm. A working model is proposed and is applied 

on PCOS datasets. The Datasets has been optimized and the 

Feature Selection is carried out using Genetic Algorithm. The 

proposed BKIP model accurately performs classification and 

prediction giving the accuracy of 89.1% which is better when 

compared to IVM. Through this research it is evident that BKIP 

performs better in predicting infertility with increase in training 

data set. The research work has been carried out for 1600 PCOS 

Datasets obtained from ESIC Hospital Bengaluru. The limitation 

of this research is that the datasets are focused on Bengaluru 

(Urban), India region.   
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