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Abstract: Cervical cancer is one of the most frequent gynecological cancers worldwide. It is associated to several risk factors like 

sexually transmitted diseases, human papillomavirus and smoking. The early diagnosis of this disease is crucial to lower fatality rates. 

Furthermore, its early prediction can support clinicians and patients to have an effective treatment. This study intends to compare 

machine learning classifiers to determine the best model to predict cervical cancer and identify its most significant risk factors. This work 

compares five machine learning algorithms: K-Nearest Neighbor, Gaussian Naïve Bayes, Logistic Regression, Random Forest and 

Decision Tree (DT). Afterwards, the study continues to enhance the outcome of DT algorithm through balancing the data with Synthetic 

Minority Oversampling Technique (SMOTE), selecting the most important features with Recursive Feature Elimination (RFE) and 

tuning hyperparameters with Grid Search technique. Overall, the combination of Decision Tree classification technique with SMOTE 

and tuning hyperparameters with Grid Search method presents the most performing model. 
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1. Introduction 

Cervical cancer was the fourth most common cancer in terms of 

incidence and mortality in2018, with 570,000 new diagnoses and 

311,000 deaths around the world [1], [2]. It is the third most 

prevalent cancer among women all over the world, with 85% of 

cases occurring in low- and middle-income countries. It 

represents almost 12% of all female-associated cancers. It is the 

second most frequent cancer among Moroccan women, with an 

age-standardized prevalence rate of 17.2 per 100,000 ladies and 

an age-standardized death rate of 12.6 in 2018 [3]. 

This cancer, originating from the cervix, is generated from the 

mutations of genes controlling the cell’s growth and division 

functions. It is capable to expand from the cervix to different 

organs of the body. In the initial stages, no symptoms can be 

noticed. It can only be detected early by regular check-ups. In the 

late phase, signs like pelvic pain and vaginal bleeding become 

visible. Moreover, cervical cancer can spill over other parts of the 

body such as lungs and abdomen. Additionally, the advanced 

stage of this disease reveals some symptoms such as leg pain, 

back pain, bone fractures, tiredness and weight loss. This illness 

can be detected to some degree using diffusion-weighted imaging 

(DWI) and magnetic resonance imaging (MRI) [4], [5]. On the 

other hand, in developing countries, people have a poor 

understanding of regular screening importance. Moreover, this 

malady has become a significant reason of death in low-income 

countries due to a shortage of physician expertise and restricted 

medical equipment [6].  

Human papillomavirus (HPV) is the main cause of cervical 

cancer [7]. Besides, there are numerous other causes of this 

ailment including cigarette smoking, the use of contraceptives, 

several pregnancies, and a number of other causes. For example, 

if an HPV-positive patient smokes, the risk of cervical cancer will 

rise by two to three times [8]. In the meantime, it is discovered 

that women who use contraceptives have a three-fold higher 

incidence of this illness than women who do not. Additionally, if 

contraceptives are utilized for more than ten years, the occurrence 

will increase to four times. When it comes to multiple 

pregnancies, female HPV-positive patients without pregnancies 

have a lower risk of cervical cancer than those having multiple 

full-term pregnancies [9]. 
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Currently, applications of Artificial Intelligence (AI) have 

become very widespread and crucial in medical domain. Machine 

learning algorithms have demonstrated their prominence in 

various medical data. For instance, fundus images were used to 

detect diabetic retinopathy [10] and to screen glaucoma [11]. 

Region-Based Convolutional Neural Network was used to detect 

skin cancer [12]. AI presents also an immense promise in the 

field of mental healthcare [13]. Furthermore, deep learning 

algorithms were used to analyze electronic health records [14] 

and much more challenging tasks such as classifying the structure 

of trabecular bone in osteoporotic individuals [15] as well as 

medial image segmentation for brain and spine [16]. 

The aim of our study is to predict cervical cancer risk using an 

efficient classifier based on clinical features. For this reason, we 

started with a comparison between five machine learning 

algorithms: K-Nearest Neighbor, Logistic Regression, Random 

Forest, GNB and Decision Tree. Since Decision Tree algorithm 

yielded the best result in this comparison, the study went on with 

Decision Tree through balancing the data, tuning 

hyperparameters and applying Recursive Feature Elimination 

(RFE) in order to select the most relevant features. We obtained 

encouraging results. 

The rest of this paper is organized as follows: section 2 presents 

related works of cervical cancer classification. The methodology 

of our study is explained in section 3. Then, section 4 focuses on 

the proposed solution. The results and discussion are illustrated in 

section 5. Furthermore, Section 6 deals with analysis and 

comparison. Finally, section 7 covers the conclusion. 

2. Related works 

Recently, number of researchers has studied data on cervical 

cancer. [17] provided the publicly available dataset used in the 

present paper. Transfer learning techniques were used to predict 

the patient’s risk through transmitting information between linear 

classifiers on analogous tasks. Hence, the main goal of the 

research was illustrating the effect of transform learning 

techniques on improving accuracy.  

In another research, [18]analyzed the same data using Decision 

Tree classifier to perform cost-sensitive classification. Besides, 

[6] applied three SVM-based methods where the SVM approach 

yielded the best results comparing to the SVM-PCA and the 

SVM-RFE approaches. Moreover, [19] studied the above-

mentioned dataset using sampling methods to balance the data 

and feature selection to enhance the accuracy of the model. The 

findings reveal that age, number of pregnancies, first sexual 

intercourse, hormonal contraceptives, STDs:genital herpes and 

smokes are the principal predictive attributes. More attention was 

paid to feature selection methods. [20]analyzed the same dataset 

using Random Forest classifier with two feature selection 

methods Recursive Feature Elimination and Principal Component 

Analysis. Synthetic Minority Oversampling Technique was used 

to balance the data. Hence, SMOTE-RF model outperforms 

SMOTE-RF-RFE and SMOTE-RF-PCA models.  

On the other hand, there are other studies dealing with cervical 

cancer classification in other datasets. These datasets have 

different features. For instance, [21] analyzed a dataset containing 

145 patients from Iran and 23 attributes. The study predicted 

cervical cancer using QUEST tree, C&R tree, RBF-ANNs, SVM 

and MLP-ANNs algorithms. Decision Trees performed better 

than the other algorithms. Therefore, the main features predicting 

this ailment comprises marital status, individual wellbeing level, 

social status, schooling level, contraceptive dosage taken and the 

number of caesarean deliveries[21]. 

Moreover, [22] examined a dataset of 799 cells taken from 

patients in Malaysia’s Hospital UniversitiSains. The inputs are 

cytoplasm size, nucleus size, nucleus grey level as well as 

cytoplasm grey level, and the target variable has three outputs 

including High grade Squamous Intraepithelial Lesion, Low-

grade Squamous Intraepithelial Lesion as well as normal cases. 

This research used a hybrid Multi-layered Perceptron trained with 

Genetic Algorithm. This hybrid algorithm outpaced the Hybrid 

Radial Basis Function trained with Adaptive Fuzzy K-means and 

Moving K-means Clustering algorithm. 

Ref Title Database Method Result 

[18

] 

“Enhanced 

Classification 

Model for 

Cervical 

Cancer 

Dataset based 

on Cost 

Sensitive 

Classifier” 

A dataset 

collected from 

patients at 

Hospital 

Universitario 

de Caracas in 

Caracas [23] 

-Decision 

Tree 

Cost sensitive 

Decision Tree: 

-Cost 

sensitive 

Decision 

Tree 

•   True 

Positive 

rate=0.429  

    

[6] 

“Data-Driven 

Diagnosis of 

Cervical 

Cancer With 

Support 

Vector 

Machine-

Based 

Approaches” 

-SVM SVM: 

-SVM-

PCA  

•   Accuracy= 

94.13% 

-SVM-

RFE  

•   Sensitivity = 

100% 

  
•   Specificity = 

90.21% 

  •   

PPA(Precision)

= 86.07% 

  •   NPA = 

100% 

[19

] 

“Classificatio

n of Cervical 

Cancer 

Dataset” 

-Gaussian 

Naive 

Bayes 

(GNB) 

Decision Tree 

using  the over 

sampling 

method and 

picking out 

selective 

attributes : 

-KNN 
•   Accuracy = 

97.5% 

-DT    

-LR    

-SVM   

[20

] 

“Cervical 

Cancer 

Diagnosis 

- 

SMOTE-

RF 

SMOTE-RF: 
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Using 

Random 

Forest 

Classifier 

With SMOTE 

and Feature 

Reduction 

Techniques” 

-SMOTE-

RF-RFE 

•   Accuracy= 

96.06% 

- 

SMOTE-

RF-PCA 

•   Sensitivity= 

94.55% 

  
•   Specificity = 

97.51% 

  •   

PPA(Precision)

= 97.33% 

  •   NPA = 94.91 

[21

] 

“Supervised 

Algorithms of 

Machine 

Learning for 

the Prediction 

of Cervical 

Cancer” 

Dataset 

referred to 

Shohada 

Hospital of 

Tehran, Iran. 

In 2017–2018. 

-SVM,  
Decision Trees 

: 

-QUEST 

tree,  

•   Accuracy = 

95.55% 

-C&R 

tree,  

•   Sensitivity = 

90.48% 

-MLP-

ANNs  

•   Specificity = 

100%  

-RBF-

ANNs 

•   AUC = 

95.20% 

[22

] 

“Classificatio

n of Cervical 

Cancer Using 

Hybrid Multi-

layered 

Perceptron 

Network 

Trained by 

Genetic 

Algorithm”   

The data was 

obtained from 

Hospital 

UniversitiSain

s in Malaysia 

(HUSM). 

- Hybrid 

Multi-

layered 

Perceptro

n 

(HMLP) 

trained 

with 

Genetic 

Algorith

m 

HMLP trained 

with Genetic 

Algorithm: 

- Hybrid 

Radial 

Basis 

Function 

(HRBF) 

trained 

with 

Adaptive 

Fuzzy K-

means 

and 

Moving 

K-means 

Clusterin

g 

(AFKM) 

•   Accuracy = 

74.82% 

  •   Sensitivity = 

72.50% 

  •   Specificity = 

86.76% 

A summary of all related works is presented in (Table 1), 

highlighting the used databases, methods as well as results 

 

3. Methodology 

3.1. Dataset 

The dataset used in the present study is taken from UCI 

Repository [23]. It is collected from patients at Hospital 

Universitario de Caracas in Caracas, Venezuela. It encompasses 

858 patients, 35 features and the result of a Biopsy examination 

as a target variable. The features include demographic details, 

behaviors and previous medical reports as presented in (Table 2).  

Table 2. Features from the database 

1 Age 10 IUD : 

Intrauterine device 

19 STDs: 

pelvic 

inflammatory 

disease 

28 STDs: Time 

since last 

diagnosis 

2 Number of 

sexual partners 

11 IUD (years) 20 STDs: 

genital herpes 

29 Dx: Cancer 

3 First sexual 

intercourse 

(age) 

12 STDs : Sexually 

Transmitted 

Diseases 

21 STDs: 

molluscum 

contagiosum 

30 Dx: CIN 

4 Number of 

pregnancies 

13 STDs (number) 22 STDs: 

AIDS 

31 Dx: HPV 

5 Smokes 14 STDs: 

condylomatosis 

23 STDs: HIV 32 Dx 

6 Smokes 

(years) 

15 STDs: cervical 

condylomatosis 

24 STDs: 

Hepatitis B 

33 Hinselmann 

7 Smokes 

(packs/year) 

16 STDs: vaginal 

condylomatosis 

25 STDs: 

HPV 

34 Schiller 

8 Hormonal 

Contraceptives 

17 STDs: vulvo-

perinealcondylomat

osis 

26 STDs: 

Number of 

diagnosis 

35 Cytology 

9 Hormonal 

Contraceptives 

(years) 

18 STDs: syphilis 27 STDs: 

Time since 

first diagnosis 

36 Biopsy: target 

variable 

3.2. Preprocessing data 

In the original database, two features comprising more than 80% 

of missing values, STDs: Time since first diagnosis and STDs: 

Time since last diagnosis, were dropped off. On the other hand, 

the lines that have the attributes Smokes and First sexual 

intercourse missing were omitted, since these columns contain 

the fewest missing records. Therefore, the dataset is made of 838 

and 34 columns.  

After that, the database still contains missing observations. So, 

machine learning models have been used to fill the missing 

values. The following 7 steps have been sued (Fig. 1): 
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Fig. 1. Cleaning data and Filling missing values using Machine learning 

3.3. Machine learning algorithms 

In order to predict cervical cancer risk based on medical features, 

we compare 5 machine learning algorithms. Our goal is to find 

the most appropriate model in our case. These algorithms are 

very popular and the most used for prediction and classification 

problematics. 

Logistic Regression is a statistical algorithm that belongs to the 

Generalized Linear Models. In spite of its name, it is applied for 

classification not for regression. In the literature, the log-linear 

classifier, logit regression and maximum-entropy classification 

(MaxEnt) are all terms used to describe logistic regression. In this 

algorithm, a logistic function is used to model a dichotomous 

variable dependent on any type of explanatory variables. 

Logistic regression uses an equation similar to linear regression, 

below is an example of it: 

𝑦 =  
𝑒(𝑏0+𝑏1×𝑥)

1+𝑒(𝑏0+𝑏1×𝑥) (1) 

Where,  

− b0 is the bias 

− b1 is the coefficient for the single input value (x) 

− y is output value 

− x is input value 

Decision Tree is a simple and performant non-parametric 

technique of data analysis, which is used in supervised learning 

process. It solves classification and regression problems. Its aim 

is to build a model predicting the target variable’s value through 

learning basic decision instructions deduced from the data 

attributes.      

Random Forest is a supervised machine learning algorithm used 

for classification and regression tasks. It is based on ensemble 

learning method, which consists of combining various kinds of 

algorithms or same algorithm several times, in order to build a 

more efficient prediction model. Random Forest generates 

Decision Trees from randomly chosen data samples. After taking 

the prediction obtained by each tree, it determines the best result 

through voting.   

Naive Bayes is a probabilistic statistical classification method 

that applies Bayes theorem. It is one of the most basic supervised 

learning algorithms. It assumes that every pair of features are 

independent between each other. This assumption makes the 

calculations simpler. Therefore, it is called naïve. It is also known 

as class conditional independence. When dealing with continuous 

data and Gaussian normal distribution, the Gaussian Naïve Bayes 

algorithm is used. 

K-Nearest Neighbor or KNN is a non-parametric algorithm used 

in a supervised learning for classification problems. It may also 

be used for regression tasks. The theory behind this algorithm is 

very simple. It basically computes the distance between a new 

data point and every data point in the training set. Any kind of 

distance may be used, such as Euclidean, Hamming or Manhattan 

distances. The K-nearest data points are then chosen, where K is 

an integer. Finally, the data point is assigned to the class 

containing the majority of the K data points. In our 

implementation, we use Euclideandistance defined in the formula 

below, where p and q are two points. 

𝑑(𝑝, 𝑞) = 𝑑(𝑞, 𝑝) = √∑ (𝑞𝑖 − 𝑝𝑖)2𝑛
𝑖=1  (2) 

3.4. Balancing data and dimensionality reduction methods 

To deal with imbalanced data issue, SMOTE technique was used. 

Then, RFE and PCA were used to select relevant features. 

Synthetic Minority Oversampling Technique (SMOTE) is an 

oversampling approach that was introduced to enhance random 

oversampling. In this method, synthetic samples for the minority 

class are created. It addresses the overfitting problem caused by 

random oversampling. SMOTE concentrates on identifying 

instances in the feature space that are close together and create 

new ones by interpolating between the instances (Fig. 2) 
 

 
Fig. 2. SMOTE algorithm pseudo code proposed in [24] 

Principal Component Analysis (PCA) is a statistical method used 

for dimensionality reduction, rising interpretability while keeping 

as much information as possible. It accomplishes this by 

generating new uncorrelated variables, which are linear functions 

1. Take out the
column that
will be
imputed from
the list of
independent
columns.

2. For each
independent
variable (except the
variable we are
going to impute),
fill the missing
records according
to their data type.

3. The idea behind 
machine learning 
based imputation 
is selecting the 
variable to impute 
as the ‘Y’ variable 
while keeping all 
the other variables 
as ‘X’.

4. Thus, only Y
will have missing
values, which will
be imputed.

5. Test data will
consist of records
comprising
missing values of
Y, while training
data will be made
up of records with
complete values of
Y

6. Hence, a
machine
learning model
is built and
trained using
complete
values. Then,
the missing
values of Y are
predicted.

7. DecisionTreeRegressor model is applied for Numerical
variables, whereas DecisionTreeClassifier model is built for
categorical attributes.
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of the original variables in the dataset and which consecutively 

maximize variance. Consequently, the original features are 

transformed into a reduced number of principal components 

comprising the majority of variance in the original features. PCA 

steps are as follow: 

1) Standardization: Compute the mean of each dataset’s 

dimension, excluding the labels. Scale the data with the 

aim that every variable has an equal impact on the 

analysis. z, x, μ and 𝜎 are the scaled value, the initial 

value, mean and standard deviation, respectively, in the 

equation below: 

𝑧 =
𝑥−𝜇

𝜎
 (3) 

2) Covariance Matrix Calculation: The covariance of two 

variables X and Y can be calculated using the formula: 

𝑐𝑜𝑣(𝑋, 𝑌) =
1

𝑛−1
∑ (𝑋𝑖 − �̅�)(𝑌𝑖 − �̅�)𝑛

𝑖=1  (4) 

The covariance matrix of A can be computed using the 

formula above. Additionally, the outcome would be a 

square matrix with dimensions of x*x. 

3) Calculate Eigenvectors and corresponding 

Eigenvalues: In linear algebra, an 

eigenvector, characteristic vector of a linear 

transformation, is defined as a nonzero 

vector, which mostly modifies by a scalar 

factor while applying the 

lineartransformation to it. The factor with 

which the eigenvector is scaled is the 

corresponding eigenvalue. 

Generally, the vector verifying the 

condition below is the eigenvector of a 

matrix A: 

𝐴�⃗� = 𝜆�⃗� (5) 

Knowing that the scalar, λ, is the 

eigenvalue. This indicates that λ 

defines the linear transformation, and 

the equation may be expressed as: 

�⃗�(𝐴 − 𝜆𝐼) = 0 (6) 

Where the identity matrix is 

represented by I 
It is noteworthy that these both eigenvectors 

are unit eigenvectors, which means that 

their length is the same and equals 1. These 

eigenvectors allow us to extract the most 

useful patterns from the data. 

 

4) Select the k eigenvectors with the highest 

eigenvalues as follows: Sort the 

eigenvectors in decreasing order of 

eigenvalues, then pick out of them k 

eigenvectors, knowing that k is the number 

of dimensions obtained in the new dataset. 

Recursive Feature Elimination is a backward feature selection 

technique. The purpose of this technique is to pick attributes 

through investigating recursively fewer sets of attributes. 

Initially, the model is built on the whole set of features and the 

importance score is assigned to each one. Then, the least 

important attributes are pulled out, the model is built again and 

the importance scores are recalculated. This process is recursively 

applied until the specified number of attributes to select is 

attained. 

3.5. Evaluation metrics 

In statistics, a confusion matrix presents the summary of the 

prediction results on a classification. In this context, we use these 

terms: true positive (TP), true negative (TN), false positive (FP), 

and false negative (FN). From confusion matrix, we get the 

model’s accuracy, recall, precision, and f1-score. These measures 

are evaluation metrics and help to compare various trained 

models. 

• Accuracy is the percentage of correct predictions 

classified by the model. It is calculated as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (7) 

• Recall is the classifier’s capacity to identify all the 

positive observations. It is computed like so: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (8) 

• Precision is the classifier’s capacity not to identify a 

negative sample as positive. The following equation 

gives the formula defining precision: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (9) 

• F1-score is the weighted average of the model’s 

precision and recall. It provides a better assessment of 

misclassified samples than the accuracy metric. It is 

defined as follows: 

𝑓1𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
  (10) 

• ROC_AUC score calculates the Area Under the 

Receiver Operating Characteristic Curve (ROC curve). 

It calculates the capability of a classifier to separate 

between classes. The ROC curve represents the True 

Positive Rate (TPR) against the False Positive Rate 

(FPR). 

3.6. Tuning hyperparameters with Grid Search 

Grid search is a method for tuning hyperparameters of a machine 

learning model. Contrary to parameters, discovering 

hyperparameters in training data is unachievable. Thus, to 

identify the optimal hyperparameters, a model for every 

combination of hyperparameters has been created. Since all 

feasible combinations are “brute-forced”, Grid search is 

consequently characterized as a very classic hyperparameter 

optimization technique. Cross validation is then used to assess the 

models. Obviously, the model with the highest performance is 

maintained as the best. 

4. Proposed solution 

The purpose of this study is to determine an effective classifier 

using a small number of features. Thereby, clinicians could 

predict cervical cancer thoroughly and effectively at an early 

stage and obtain a preliminary diagnosis of cancer. 

The present study focuses on comparing five machine learning 

algorithms: K-Nearest Neighbor, Logistic Regression, Random 

Forest, GNB and Decision Tree. Decision Tree classifier 

presented the best results in this comparison. Consequently, the 

analysis went on improving the results of this algorithm using 

feature selection techniques such as RFE and PCA to select the 

https://www.merriam-webster.com/thesaurus/consecutively
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most important features in the dataset, as well as balancing the 

data using SMOTE method. 

The current work has started with data preprocessing which aims 

to clean the dataset and fill the missing values using machine 

learning algorithms. Then, a comparison of five machine learning 

models has been done with default parameters. After that, these 

classifiers have been improved using Grid Search. Consequently, 

the Decision Tree classifier has outperformed all the other 

algorithms and the study has gone on improving Decision Tree 

results. Therefore, the data have been balanced using SMOTE. 

Whereas, PCA and RFE methods have been used to select the 

most relevant features for the study (Fig. 3). 

 
Fig. 3. Flowchart of the proposed solution 

5. Results and Discussion 

In this research, five machine learning algorithms have been 

investigated including Logistic Regression, Decision Tree, 

Random Forest, Gaussian Naïve Bayes and K-Nearest Neighbor. 

The dataset has been divided into 70% for training and 30% for 

testing. Random Forest has performed better than the other 

algorithms while using default parameters, followed byDecision 

Tree, then Logistic Regression, KNN and finally GNB, which has 

performed worse in this comparison (Table3). However, when 

tuning the hyper parameters, Decision Tree algorithm 

outperforms all the other methods with accuracy equals 96.19%, 

f1score equals 73.33%, recall equals 91.67%, precision equals 

61.11% and ROC_AUC equals 94.07%, followed by Random 

Forest. Then, Logistic Regression, KNN and finally GNB with 

the lowest performance (Table 5). Therefore, Decision Tree will 

be maintained for further studies. 

Table 3. Algorithms comparison with default parameters 

Model Train_

Score 

(%) 

Test_acc

uracy 

(%) 

F1-

score 

(%) 

Recall 

(%) 

Precision 

(%) 

ROC_

AUC 

(%) 

GNB 14.81 9.52 11.22 100 5.94 52.02 

DT 100 94.76 64.52 83.33 52.63 89.39 

RF 100 95.24 66.67 83.33 55.56 89.65 

LR 96.82 94.29 45.45 41.67 50 69.57 

KNN 95.54 93.81 38.10 33.33 44.44 65.40 

We have performed grid search on the previous models in order 

to find out the best hyperparameters and improve metrics. The 

best hyperparameters we found so far are presented in (Table 4). 

After using Grid Search, the results revealed that Decision Tree 

performs better than the other models. Indeed, all metrics, 

including accuracy, f1score, recall, precision, ROC_AUC, have 

increased and the overfitting problem has been eliminated (Table 

5). 

Table 4. Grid search results 

Algorithm Hyper parameter Value 

DT criterion entropy 

max_depth 3 

max_features auto 

random_state 123 

splitter best 

LR C 1.0 

penalty 12 

GNB var_smoothing 0.01 

RF n_estimators 90 

max_features 21 

criterion gini 

KNN n_neighbors 27 

 

Table 5. Algorithms comparison after grid search 

Model Train_

Score 

(%) 

Test_acc

uracy 

(%) 

F1-

score 

(%) 

Recall 

(%) 

Precision 

(%) 

ROC_

AUC 

(%) 

GNB 91.56 88.57 14.29 16.67 12.50 54.80 

DT 96.82 96.19 73.33 91.67 61.11 94.07 

RF 100 96 70.97 91.67 57.89 93.81 

LR 96.82 94.29 45.45 41.67 50 69.57 

KNN 93.95 94.29 25 16.67 50 57.83 

 

5.1. Balancing data 

In order to balance the data, SMOTE technique was used. Hence, 

586 samples were obtained per both classes. First, Decision Tree 

classifier with balanced data using default parameters has been 

applied. Then, tuning hyper parameters has been implemented 

using Grid search in order to improve the algorithm’s 

performance. As a result, the algorithm’s performance has 

slightly increased (Table 7). 

5.2. Feature importance 

Using Decision Tree algorithm, the most important features are 

Schiller, Number of pregnancies, Age, Smokes (packs/year), First 

sexual intercourse, Hormonal_Contraceptives_years, STDs 

number, STDs_genital_herpes, Number of sexual partners, IUD 

years, STDs number of diagnosis, Dx_CIN, Hinselmann, 

STD_HIV, Smokes_ years (Fig. 4) 
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Fig. 4. Feature importance using DT 

5.3. PCA before and after balancing the data 

Using Principal Component Analysis, the explained variance 

value for first 2 components is 77.5% before balancing the data 

(Fig. 5). While it reached 78.5% after balancing the data (Fig. 6).  

 
Fig. 5. PCA before balancing the data with SMOTE 

 
Fig. 6. PCA after balancing the data with SMOTE 

5.4. Recursive Feature Elimination using balanced data 

(RFE+SMOTE) 

Figure 7 shows that ROC_AUC is high when the number of 

features is equal to one feature, three features and 18 features 

(Fig.7). The ROC_AUC is maximal (98.23%) when the number of 

features is 18 and it is equal to 97.98%in case of 1 feature and 3 

features (Table 6). 

 

 
Fig.7. ROC_AUC according to the number of features for 

balanced data 

Table 6. TOP 3 best cases when the ROC_AUC is maximal 

N° of 

features 

ROC_AUC 

(%) 

Features 

18 98.23 1. Age 

2. Number of sexual partners 

3. First sexual intercourse 

4. Num of pregnancies 

5. Smokes (packs/year) 

6. Hormonal Contraceptives 

7. Hormonal Contraceptives 

(years) 

8. IUD (years) 

9. STDs (number) 

10. STDs:syphilis 

11. STDs:pelvic inflammatory 

disease 

12. STDs:genital herpes 

13. STDs:molluscumcontagiosu

m 

14. STDs:AIDS 

15. Dx:CIN 

16. Hinselmann 

17. Schiller 

18. Citology 

1 97.98 1. Schiller 

3 97.98 1. Age 

2. Dx:CIN 

3. Schiller 

 

5.5. Recursive Feature Elimination using imbalanced data 

In order to check whether the ROC_AUC is higher for 

imbalanced data than in case of balanced data, Fig.7 illustrates 

the ROC_AUC by the Number of features for imbalanced data. 

Accordingly, the maximal value of ROC_AUC is 93.81% which 

is very small than the ROC_AUC measured in case of using 

balanced data (Fig.8). Consequently, imbalanced data will not be 

maintained for further experiments. 
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0.9000

1.0000
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_
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ROC_AUC by N°of features
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Fig. 8. ROC_AUC according to the number of features for 

imbalanced data 

Accordingly, the best performance is given while using Recursive 

feature Elimination with balanced data. The optimal number of 

features is 18 features, namely, age, Number of sexual partners, 

First sexual intercourse, Number of pregnancies, Smokes, 

Smokes (years), Smokes (packs/year), Hormonal Contraceptives, 

Hormonal Contraceptives (years), IUD (years), STDs:genital 

herpes, STDs:molluscumcontagiosum, STDs:AIDS, STDs:HIV, 

STDs: Number of diagnosis, Dx:CIN, Schiller, Citology. 

The comparison of Decision Tree illustrates that Decision Tree 

model using hyper parameters and tuned hyper parameters is the 

best classifier compared to Bagged Decision Tree with Hyper 

parameters, Decision Tree ADA Boost with Hyper parameters, 

and Gradient Boost (Table 7). 

DT with default parameters achieved 93.81% accuracy, 60.61% 

f1score, 83.33% recall, 47.62% precision and 88.89% 

ROC_AUC. Using Grid Search, the performance increased with 

96.19% accuracy, 73.33% f1score, 91.67% recall, 61.11% 

precision and 94.07% ROC_AUC. After balancing the data with 

SMOTE and tuning hyper parameters with Grid search, the 

performance achieved its maximum 96.19% accuracy, 75% 

f1score, 100% recall, 60% precision and 97.98% ROC_AUC. 

On the other hand, DT-RFE and SMOTE-DT-RFE-Grid Search 

models reached the same performance, which is lower than the 

performance achieved by SMOTE-DT-Grid Search model. 

Moreover, Bagged Decision Tree with Hyper parameters, 

Decision Tree ADA Boost with Hyper parameters, and Gradient 

Boost has lower performance compared to SMOTE-DT- Grid 

Search model. Therefore, SMOTE-DT- Grid Search model with 

all features achieved the best accuracy, f1score, recall, precision 

and ROC_AUC.  
 

 

 

 

 

 

Table 7. Summary of all results 

 

6. Analysis and Comparison 

The outcome of this study demonstrates that Decision Tree 

classifier using SMOTE and Grid Search (SMOTE-DT-

GridSearch) model obtained the following performance: 96.19% 

accuracy, 75% f1score, 100% recall, 60% precision and 97.98% 

ROC_AUC.  

After comparing the results of our study with those of [20] and 

[25], we discovered that SMOTE-DT-GridSearch obtained better 

results in terms of accuracy and recall compared with SMOTE-

RF which is the best model found in [20]. However, DT-RFE-

SMOTETomek model in [25] performs better than SMOTE-DT-

GridSearch in our study. Moreover, the outcome of our study 

illustrates that RFE for feature selection doesn’t improve the 

performance of Decision Tree model. This result is the same as in 

[20] where RFE didn’t enhance the performance of Random 

Forest model. However, balancing data with SMOTE gives better 

results in our study as well as in [20] (Table 8). 

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33

0.85
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N° of features
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_
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ROC_AUC by N° of features

Model Train

_Scor

e (%) 

Test_ 

accurac

y (%) 

F1-

score 

(%) 

Recall 

(%) 

Precisio

n (%) 

ROC_

AUC 

(%) 

DT 

(default 

paramet

ers) 

100 93.81 60.61 83.33 47.62 88.89 

DT- 

Grid 

Search 

96.82 96.19 73.33 91.67 61.11 94.07 

SMOTE

-DT-

Default 

100 94.76 66.67 91.67 52.38 93.31 

SMOTE

-DT- 

Grid 

Search 

98.38 96.19 75 100 60 97.98 

SMOTE

-DT-

RFE 

100 94.76 66.67 91.67 52.38 93.31 

DT- 

RFE 

100 95.24 68.75 91.67 55 93.56 

SMOTE

-DT-

RFE-

Grid 

Search 

97.93 95.24 68.75 91.67 55 93.56 

Bagged 

Decisio

n Tree 

with 

Hyperp

aramete

rs  

97.93 95.24 61.54 66.67 57.14 81.82 

Decisio

n Tree 

ADA 

Boost 

with 

Hyperp

aramete

r  

100 95.24 66.67 83.33 55.56 89.65 

Gradien

t Boost 

97.93 96.19 71.43 83.33 62.50 90.15 
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It is noteworthy to mention that this study has some limitations. 

In fact, the lack of cervical cancer datasets containing the same 

attributes make the comparison of our work with other studies 

difficult. 

 

Table 8. Comparison of obtained results 

 Ref. Method 
Features 

(%) 

Accuracy 

(%) 

Recall/ 

Sensitivity 

(%) 

Precision/P

PA (%) 

[20] 

SMOTE-RF 30 96.06 94.55 97.33 

SMOTE-RF-

RFE 

6 95.23 94.94 95.31 

18 95.87 94.42 97.06 

SMOTE-RF-

PCA 

8 95.55 93.77 97.04 

11 95.74 94.16 97.58 

[25] 

DT  - 96 86  - 

DT-RFE  - 98 86  - 

DT-RFE-

SMOTETom

ek 

 - 98 100  - 

Our 

study 

SMOTE-

DT-

GridSearch 

 - 96.19 100 60 

DT- Grid 

Search 
 - 96.19 91.67 61.11 

SMOTE-

DT-RFE-

Grid Search 

 - 95.24 91.67 55 

 

In addition, we recommend the use of fewer features based on the 

features importance study we have performed. For example, only 

18 features can be used with high performances namely: age, 

Number of sexual partners, First sexual intercourse, Number of 

pregnancies, Smokes, Smokes (years), Smokes (packs/year), 

Hormonal Contraceptives, Hormonal Contraceptives (years), IUD 

(years), STDs:genital herpes, STDs:molluscumcontagiosum, 

STDs:AIDS, STDs:HIV, STDs: Number of diagnosis, Dx:CIN, 

Schiller, Cytology. 

7. Conclusion and future work 

Cervical cancer is the fourth most prevalent kind of cancer among 

women worldwide and a leading cause of death. It is helpful to 

prevent if it is discovered in its early stages that patients would 

benefit from an effective treatment. The present study compares 

various machine learning algorithms in order to select the best 

classifier, which predicts accurately cervical cancer. The findings 

demonstrate that Decision Tree algorithm using balanced data 

with smote and tuned hyper parameters is the best classifier with 

accuracy equals 96.19% and ROC_AUC equals 97.98%. 

Moreover, age, Number of sexual partners, First sexual 

intercourse, Number of pregnancies, Smokes, Smokes (years), 

Smokes (packs/year), Hormonal Contraceptives, Hormonal 

Contraceptives (years), IUD (years), STDs:genital herpes, 

STDs:molluscumcontagiosum, STDs:AIDS, STDs:HIV, STDs: 

Number of diagnosis, Dx:CIN, Schiller, Citology are the most 

predictive features. Thereby, further studies in this issue would be 

very beneficial. It might be useful to conduct more researches 

using other feature selection techniques. 

As perspective, we are looking forward to use the power of Deep 

Neural network to predict cervical cancer risk. Also, our study 

will focus more on prediction duration, as the task needs to be 

fast. In real life, we suppose that our study could be very useful in 

medical environments and could save lives. 
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