
 

 

International Journal of 

INTELLIGENT SYSTEMS AND APPLICATIONS IN 

ENGINEERING 
ISSN:2147-67992147-6799                                       www.ijisae.org Original Research Paper 

 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2022, 10(1s), 254–261  |  254 

Chronic Kidney Disease Diagnostic Approaches using Efficient Artificial 

Intelligence methods 
 

Avulapati Swetha 1, M. Sri Lakshmi 2, M. Rudra Kumar *3 

 

Submitted: 06/06/2022 Accepted: 10/09/2022       

 

Abstract: Many people worldwide are afflicted with kidney illnesses today. Thus, the primary purpose of this research is to employ 

several computational-based methods to categorize and diagnose Chronic Kidney Disease. Our analysis relied on data on a chronic renal 

disease made available to the general population. Chronic renal disease was divided into two categories with the help of eight classifiers 

(patient or not). For this, we employed RapidMiner Studio 9.8, which ran on the operating system Windows 10. Some performance 

metrics were produced to evaluate the strategies; the confusion matrix gives us the TP, FP, FN, and TN values. The evaluation of the data 

mining techniques showed that the accuracy rates of 99.09%, 98.04%, and 96.52% were achieved by Random Forest, Deep Learning 

network, and Neural Network, respectively. It is worth noting, however, that the AUC for the Deep Learning network, Support Vector 

Machine, and Random Forest are all equalled. Among the most effective data analysis methods is data mining, which has proven 

particularly valuable in medicine. These categorization strategies help doctors make more accurate diagnoses by revealing hidden 

patterns in the data. 
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1. Introduction 

Chronic Kidney Disease (CKD) can cause renal failure, 

dialysis, transplantation, cardiovascular disease, and early 

mortality. This disease's incidence and death are rising. 

Following the Global Burden of Disease (GBD) study, 

from 1990 to 2016, CKD prevalence rose 87%, and death 

rose 98% to 1,186,561. Disability-adjusted-life-years 

(DALYs) rose 62% to 35,032,384 in low- and middle-

income nations. Chronic disease management is difficult; 

CKD patients face several issues. They must follow 

treatment plans, learn dialysis methods, and adapt to 

complications and therapies. These patients will encounter 

psychological issues, affecting their life quality. Untreated 

CKD will advance.  

 

End-Stage-Renal-Disease (ESRD) has problems including 

dialysis and transplantation. Nephrology and kidney 

transplant have complications at this phase of the disease, 

increasing mortality [15]. Early identification of kidney 

illness allows for preventative strategies and treatments. 

Data mining can aid with early kidney disease diagnosis. 

Data mining extracts patterns from vast datasets [4]. Health 

and medical data can yield significant insights. Healthcare 

is a data-rich industry. Health records and administration 

reports generate enormous data daily in healthcare 

organizations. This rich data is rarely utilized, and doctors 

rely on their expertise. Disease diagnosis and prognosis 

can use medical data patterns and knowledge. Many 

researchers have used data mining to diagnose diseases, 

define disease stages, propose therapeutic alternatives, and 

anticipate disease prevalence and death. Health data can be 

transformed into information using data mining techniques. 

Data mining can help doctors diagnose kidney illness by 

revealing hidden patterns in patient data. Rady and Anwar 

used PNN, MLP, SVM, and RBF to predict renal disease 

stages. This study included 361 Indian CKD patients and 

25 factors. The PNN algorithm has 96.7% accuracy, 

according to the evaluation. The MLP algorithm has the 

lowest accuracy (51.5%). Nave Bayes and SVM were used 

to predict kidney illness in one study. This study used 584 

kidney function test (KFT) samples and six characteristics. 

SVM predicted kidney illness more accurately than Nave 

Bayes [24]. These two algorithms successfully diagnosed 

70% of cases. 

 

Decision Tree is a disease-diagnosis method. The Decision 

Tree algorithm was invented. This study used the UCI 

Repository dataset, which includes 400 samples, 24 

attributes, and one class. Eleven features were numerical, 

while 14 were nominal. The "Haemoglobin" property was 
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key in diagnosing the condition. Chronic renal disease's 

rising prevalence harms people's quality of life. It reduces 

life expectancy and harms health. Due to the increasing 

prevalence of chronic kidney disease, this study aims to 

diagnose the ailment using data mining methods. This 

study classifies Chronic Kidney Disease patients and 

applies data mining techniques to a public dataset. Eight 

categorization methods were established. We employed 

eight common and complicated algorithms to categorize 

people as healthy or sick. This study calculated and 

compared most classifier performance indicators. 

2. Materials and Methods 

Figure 1 depicts data mining. First, data was prepared for 

the model. Next, the data were split into training and 

testing. In training, input determines output for the dataset. 

Testing examines model performance and defines instance 

labels [5].  

Data processing steps are shown in Fig 1. Explained about 

the raw level data process to the model building and 

evaluation process 

 

Figure 1- Data Modeling 

2.1. Dataset 

This research used publicly available CRD data from 

Kaggle. This dataset contains 250 patients and 150 healthy 

records; there are 24 attributes, 120 numeric, and ten 

nominals, and the selection is a class label. We replaced 

missing numbers in this dataset with the average. The 

model was used to substitute missing nominal data. Table 

1 lists data features.  

 

2.2. Machine learning algorithms 

In this research, we used eight different algorithms to 

categorize patients with chronic kidney disease into two 

groups: Random Forest, SVM, KNN, Deep learning, Auto-

MLP, Naive Bayes, Neural Net, and Decision Tree (patient 

or not) [3][13]. The following methods were applied to the 

dataset we selected: Using the criteria of gain ratio, the 

maximum depth of the tree is 20, the minimum depth is 

0.02, and the confidence level is 0.2. Random Forest (Gini 

index as a criterion, maximum depth of 20 nodes, and 200 

trees total). In this case, we'll use Auto-MPL with a 

training cycle of 20 iterations. With a Deep Learning Net 

(Activation=rectifier, epochs=20, five hidden layers, and 

80 neurons), the network can quickly learn very complex 

data structures. Neural Network (200 training cycles, 

0.04% training rate, 0.9% momentum, and a hidden layer 

of 1). Ignorant Bayes. The Support Vector Machine and 

the K-Nearest Neighbors algorithm (k=5, Measure 

types=Mixed Measures, kernel cache=400, and maximum 

iteration=400000) were used. We conducted our analyses 

on a PC running Windows 10, and we used RapidMiner 

Studio 9.8.[1] 

 

2.3. A Measurement of the Model's Effectiveness 

The primary focus of our work was a comparison of the 

various performance indicators for each method. 

Algorithm performance can be measured in several ways, 

including accuracy, precision, sensitivity, specificity, mean 

absolute error (MAE), and Area under the ROC-Curve 

(AUC). The values for TP, FP, FN, and TN can be found 

in the confusion matrix. The following are the equations 

for the indicators: (yi = estimate xi = actual value n = total 

number of observations) True positive (TP), true negative 

(TN), false positive (FP), and false negative (FN). 

 

Our analysis in RapidMiner began with 10-fold cross-

validation of the data set. After that, we learned how we 

had fared in our assessments [14]. Dataset selection criteria 

were data split into a training set and a test set; the training 

set was used to inform the test set to construct multiple 

classifiers. Finally, a test set was used to verify their 

accuracy. We did the training and the testing. split-step 

cross-validation procedures (70% training, 30% testing). 

The result is equivalent to a 0.7:1 sample ratio and was 

achieved through stratified sampling. In other words, it's a 

data sample. 

3. Results 

 
Figure 2- Colon_ACA categorized Cancer Images 
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Before the analysis, part visualized the various cancer 

images using OpenCV methods and models. She has 

shown in Fig 2 and 3. 

 
Figure 3- Colon_ACA categorized Cancer Images 

 
Figure 4- Lung SCC_ Cancer Images 

 

Figure 4 shows the much-elaborated images of cancer 

images. 

 

Machine Learning and Deep Learning based Algorithms 

based Analytics and Performance measures  

 

The steps involved in this research are: 

▪ Data gathering 

▪ Data Analysis - Visualization 

▪ Pre – Processing 

▪ Insights extraction / Feature Extraction 

▪ Model Building 

▪ Results Analysis 

 

 
Figure 5- Correlation between the features 

 

4. Discussion 

The enormous increase in the prevalence of chronic kidney 

disease, as well as its consequences, complications, and the 

huge expenses it imposes on society, have prompted 

medical professionals to seek out programs for further 

research, prevention, early identification, and effective 

treatment [21]. Knowledge gained through data mining and 

discovery can be utilized to enhance the care offered by 

medical facility administrators and help doctors predict 

how their kidney patients will behave in the future [6]. The 

most important uses of data mining and information 

retrieval in the kidney patients' system are making 

predictions based on a given history, making diagnoses 

based on various traits and symptoms, and assessing risk 

factors [10]. This research aimed to categorize CKD 

patients and make timely diagnoses using different potent 

machine learning techniques [2]. This paper uses the CKD-

related dataset hosted in the Kaggle repository. Our study 
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stands out from the crowd because we use eight 

computationally robust methods to fill in the blanks, 

including RF, NB, ANN, DNN, SVM, AutoML, K-NN, 

and DT, which get excellent and impressive results. 

Interesting in this research is the employment of eight 

robust algorithms for data mining to divide the population 

into healthy and ill categories. Researchers did a study in 

which they used SVM technology combined with feature 

selection strategies to detect chronic kidney disease by 

reducing the inputs' dimensionality [7].  

 

 
Figure 6- Age and Gender base Lung Cancer Effectiveness

 

 
Figure 7- Gender with Swallowing and Allergy based Lung Cancer Effectiveness measuring 

 

After feature selection via wrapping and filtering, SVM 

achieved 0.96, 0.1, 0.96, and 0.98 in terms of TP, FP, 

Precision, and AUC; the prediction accuracy of SVM by 

13 attributes was maximum value (95.5%). SVM, like our 

work, showed promising results in classifying CKD 

patients than in healthy individuals and predicting which 

patients would develop the disease [11]. Manages non-

linear classification rules while mapping data into high 

feature space, which improves generalization capability. 

Our approach differs significantly from that described in 

this paper since we employ feature selection techniques.  

 

Advantages of using feature selection include lowering 

learning time, eliminating noise and duplicating data, and 

discarding irrelevant data. There may be costs associated 

with utilizing this strategy, such as an increased risk of 

over-fitting and increased computational complexity. In 

our research, we favored utilizing all characteristics for 

classification to ensure that no information was lost and 

that the feature space was not constrained. Notably, the 

dataset utilized in this study was identical to the one we 

used in our own, the only difference between our study and 

the one in question was that ours made use of feature 

selection. Accurate CKD diagnosis was accomplished 

using five different classifiers (MLP, SVM, K-NN, C4.5, 

and RF). Our research made use of the CKD dataset. C4.5 

and Random Forest Classifier were run using their default 

settings for this research [8]. With K-NN, we used a value 

of k = 1; with ANN, we used a value of 0.3 for the learning  

rate and 0.2 for the momentum, and we used a hidden layer 

size of ten nodes; and with SVM, we used C = 100 and L = 

0.001 with a poly kernel. According to the outcomes, RF 

has the highest values for performance indicators, with all 

computed measures reaching 100%. Highest accuracy, 

recall, precision, and Area under the curve (AUC) are all 

maximized using random forest in our work. Compared to 

other methods, RF requires little time to train and test and 

has a lower susceptibility to overfitting. This means that its 

computation is significantly more involved than that of 

other methods for machine learning [20]. High-accuracy 

and cost-effective methods for distinguishing between ill 

and healthy individuals, such as support vector machines 

(SVMs), artificial neural networks (ANNs), and decision 

trees (DTs)[17], have been created. Comparable work has 

been done using RapidMiner and 400 clinical records 

obtained from the Kaggle  public repository. We analyzed 

the data using eight different classification methods, 

though. As we found, the accuracy of Nave Bayes, ANN, 

and DNN improved after RF, whereas that of K-NN and 

SVM decreased [18]. Our findings suggest that K-subpar 

NN's performance can be explained by its inability to 
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handle high-dimensional datasets, as well as by the fact 

that it necessitates a feature scaling or normalization 

operation before it can be applied. Furthermore, in our 

study, we evaluate the performance measures of SVM 

classifier to provide reliable ratings. With a performance 

overall of 93.69%, our experimental findings demonstrated 

that SVM can be successfully applied, matching the 

performance achievement for SVM in the aforementioned 

work (94.60%). The findings of the survey indicate that 

this classifier has the potential to perform better in high-

dimensional spaces, such as our preferred dataset, while 

still being relatively memory efficient. In, a support vector 

machine (SVM) predictor was applied to the CKD dataset 

with the primary goal of evaluating its performance in 

terms of accuracy, precision, and runtime [22]. The SVM 

assessment measure was reported to be 94.6. Both 

experiments employed the same dataset, and the claimed 

accuracy for SVM was nearly identical across the two. 

This classifier cannot be further compared without 

knowing the parameters that were utilized. The CKD 

datasets from the UCI repository for machine learning was 

used for this analysis; it has 400 samples and 24 

characteristics [20]. Both the accuracy and the time 

required by an algorithm can be affected by the specifics of 

the dataset being used [23]. The following are some of the 

features of the information that have an impact on the 

algorithm's efficiency: The sample size of 400 used in this 

analysis is considered to be enough, since it prevents a 

drop in classifier efficiency and a rise in classification 

error. The efficiency of a given approach may change 

depending on whether the classes in question are binary, 

many, or categorical. In this analysis, we simplified the 

model by splitting the output class into two categories: 

patients and healthy people. Class without labels: in the 

current investigation, there was no such thing as an 

unlabeled class, which can be useful for improving the 

classifiers' accuracy. It is important to handle missing 

values during the preprocessing phase, as they can hinder 

the efficiency of the  

 

 
Figure 8- Algorithms results comparative chart 

 

algorithms being used. The preprocessing phase of this 

study accounted for missing data [16]. The dimensionality 

of classes: the more classes there are, the more 

complicated the model may become. This study uses 24 

characteristics, which can be lowered in future research 

with dimensionality reduction tools like principal 

component analysis or Fuzzy Toolkit. Important and 

effective classification methods for disease diagnosis were 

created and compared in this study utilizing a set of 

carefully chosen markers [19]. Among the many 

approaches tested, the results indicated that Random 

Forest, Deep Learning Network, Artificial Neural Net, and 

Naive Bayes methods had the highest potential for 

distinguishing healthy individuals from those with disease 

[9]. Missing data in the dataset were identified as a 

potential weakness of our work, and researchers chose to 

replace them in with plausible estimates. To increase the 

work's impact and credibility, as well as to facilitate 

comparisons with existing work, researchers hope to make 

use of a local dataset in future directions.  

 
Figure 9- Deep Learning Neural networks training and 

validation result. 

 

Performance parameters accuracy report 

 
Figure 10- Accuracy report of the Deep learning based 

neural network algorithm. 

 

4.1. Key Understandings from the research 

Lung cancer, a subtype of cancer, begins in the lungs and, 

if it is not treated, can spread to other parts of the 

respiratory system. Lung cancer is the most common form 

of cancer in the United States. Whenever you take a breath 
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in, oxygen enters your respiratory system and is 

transported all the way to your lungs from there. On the 

other hand, carbon dioxide is released from the body 

during the process of exhalation. That which we refer to as 

our lungs are a pair of sponge-like organs that are housed 

in our chest cavities and go by the name of lungs. Lung 

cancer accounts for the deaths of the vast majority of 

people who have been diagnosed with the disease, and this 

statistic holds true no matter where you go in the world. 

 

People who have never smoked but still have a chance of 

developing lung cancer have a lower risk of developing the 

disease compared to people who have never smoked but 

still have a chance of developing lung cancer. People who 

have never smoked but still have a chance of developing 

lung cancer have a lower risk of developing the disease. 

Despite this fact, people who have never smoked still run 

the risk of developing lung cancer in their lifetimes. A 

greater number of cigarettes smoked over the course of 

time as well as the length of time that a person has smoked 

cigarettes are both factors that contribute to an increased 

risk of developing lung cancer in a person. Similarly, the 

length of time that a person has smoked cigarettes also 

contributes to an increased risk of developing lung cancer. 

Quitting smoking at any point in time, regardless of how 

long you've been a smoker or how many packs of 

cigarettes you've smoked per day, can result in a 

significant reduction in the likelihood that you'll develop 

lung cancer. This is true even if you've been smoking for a 

long time or how many packs of cigarettes you've smoked 

per day. Most cases of lung cancer can be attributed to 

cigarette smoking. 

 

Initial Symptoms 

There are almost never any obvious signs or symptoms 

produced by lung cancer when it is in its earliest stages. 

Clinical symptoms of lung cancer don't appear until the 

disease has already advanced to a significant degree. 

• There is a possibility that some of the following 

signs and symptoms are associated with lung 

cancer: 

• Recent onset of a hacking cough that just won't 

quit. 

• Even spitting up a very small amount of blood can 

put you in danger. 

• A sensation that it is difficult to breathe 

• Chest pain 

• A reduction in weight that occurs naturally and 

unintentionally, hoarseness is. 

• Bone pain 

• Headache 

 

When would be the most convenient time to make an 

appointment to speak with a qualified medical 

professional? 

You should make an appointment with your primary care 

physician as soon as you are able to if you are experiencing 

any signs or symptoms that do not go away, especially if 

they are causing you concern, and you should do so as 

soon as you are able to after you are able to do so. Seek 

medical attention if you are experiencing any signs or 

symptoms that do not go away, especially if they are 

causing you concern. This is especially important if the 

signs or symptoms worry you [25],[26]. 

If you have tried to quit smoking more than once but have 

been unsuccessful in doing so, it is in your best interest to 

schedule an appointment with your primary care physician 

as soon as possible. If you keep smoking, there is a chance 

that you could damage your health. Your primary care 

physician may suggest that you participate in counselling, 

take certain medications, or use products that contain 

nicotine replacement therapy in order to help you kick the 

habit of smoking. Alternatively, he or she may suggest 

using products containing nicotine replacement therapy 

[27],[28]. 

 

Determinants of risk 

The risk that you will develop lung cancer depends on a 

variety of factors, some of which you have no control over. 

Quitting smoking is one example of a risk factor that can 

be managed by taking preventative action. Other examples 

include eating a healthy diet and exercising regularly. For 

instance, you do not have any influence over the history of 

your family. This is not something you can change. 

The following is a list of some of the risk factors that are 

associated with lung cancer: 

Smoking. The length of time you have been a smoker, in 

combination with the number of cigarettes you smoke on a 

daily basis, is the single most important factor in 

determining your risk of developing lung cancer. Quitting 

smoking at any point in your life can make a significant 

difference in lowering the risk that you will develop lung 

cancer. 

Inhalation of secondhand smoke on a continuous basis. 

Even if you don't smoke yourself, your risk of developing 

lung cancer will be higher if you are exposed to 

secondhand smoke because of other people's smoking. 

Radiation therapy administered at a previous time. If 

you have previously been treated for another type of cancer 

with radiation therapy to the chest, there is a possibility 

that your risk of developing lung cancer is increased. This 

is the case if you have a history of smoking. 

Exposure to Radon gas. Radon is produced when 

uranium breaks down naturally in rocks, soil, and water. 

Radon eventually becomes a component of the air that 

people breathe and can be harmful to their health. Any 

structure, including homes, has the potential to accumulate 

dangerous levels of radon over time. This includes private 

residences. 
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Because asbestos and other cancer-causing substances are 

found in the natural environment. It is possible that your 

risk of developing lung cancer will increase if you are a 

smoker and if you are exposed to asbestos and other 

substances that are known to cause cancer, such as arsenic, 

chromium, and nickel. This is especially important to keep 

in mind if you have a job that puts you in contact with 

asbestos. 

A previous diagnosis of lung cancer in family members. 

People who have a parent, sibling, or child who has been 

diagnosed with lung cancer have a greater chance of 

developing the disease themselves. This increased risk is 

especially true for people who have smoked cigarettes 

throughout their lives. 

5. Conclusion 

In Using one of the many methods that are available for 

data mining, the individuals who took part in this 

investigation were assigned to one of two categories: 

healthy or ill. The findings of the evaluation of the 

methods that had been previously established demonstrated 

that the methods that were produced have an excellent 

accuracy in identifying CKD. These techniques, which 

make use of the vast amounts of data produced in the 

healthcare industry, can make a contribution to the 

accurate diagnosis of kidney disease in a number of 

different ways. In an ever-growing data pool, the 

application of such methods may help in the discovery of 

previously undetected patterns, which may ultimately lead 

to a reduction in the level of perplexity experienced by 

physicians. If the symptoms are recognized and treated in a 

timely manner, it is possible to completely reverse the 

effects of this disease. The diagnosis of CKD, which 

requires taking into account a great many different factors, 

can also benefit from the utilization of these techniques by 

primary care providers [12]. This is because the diagnosis 

of CKD requires considering a great many different 

factors. 
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