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Abstract: Contemporary information and transaction processing systems mainly rely on cloud computing for their infrastructure. A shared 

pool of reconfigurable computing resources (such as networks, servers, storage, applications, and services) may be quickly deployed and 

released with no administration labour or service disruption thanks to cloud computing, which offers universal, practical, on-demand 

network connectivity. Due to the increasing need for more fault-tolerant and high-availability cloud computing servers, server managers 

must increasingly concentrate on key performance indicators for these systems. Server administrators are very concerned about the 

performance of high-availability and fault-tolerance systems since it is usual for unanticipated and unplanned outages to occur often. Based 

on the sustainability and pattern indicators discussed in earlier research, this study suggests a directional analytic pattern indicator for cloud 

computing servers. The Heikin Ashi charting pattern, which is akin to a Japanese candlestick pattern, is used by the Generalized Statistical 

Indicators for Fault Tolerance (GSI-FT) to identify the patterns in service consumption across various time periods. The preceding 

research's ISO/IEC 30134-1 and 30134-2-Datacenters-Main performance indicators, which examined the internet bandwidth frequency for 

high availability and fault tolerance movements, were used as the basis for the experiments. Results of testing have demonstrated that GSI-

FT may function as a directional indicator to identify the pattern frequencies of the performance indicators and offer details on fault 

tolerance by giving observation frequency, performance trend, and awareness level for this pattern. The red candlesticks show the model's 

progress toward fault tolerance, while the green symbolises the model's high availability. A charting model that has evolved over time over 

the pattern shows the model's capacity to depict server-level signals that are plausible using our methodology.  

 

Keywords: Cloud Computing Indicator Patterns; Computer Programming; Fault Tolerance; Heikin Ashi Cloud Indicators; KPI indicators 

for Cloud Computing. 

 

1. Introduction 

Information and communication systems have progressed, 

and today's powerful IT infrastructure solutions enable more 

effective administration of information systems. Cloud 

computing has made IT infrastructure management and 

long-term development easier. 

Most applications and information systems are now cloud-

based, and older storage solutions are becoming obsolete. 

Cloud solutions must be efficient as cloud-based 

applications become increasingly significant. Fault-

tolerance solutions are critical given the demand on 

information systems and cloud servers [1]. 

Fault tolerance refers to a system's capacity to manage 

services without interruption in the case of a component 

failure (network, cloud resources, systems accessing cloud  

 

apps). By preventing single-point failures, developing a 

fault-tolerant system helps manage system availability and 

business continuity. 

Backup components that are automatically triggered 

depending on failing components and service loss control 

the fault-tolerance system. Components of the back system 

include 

• Resources 

• Computer programming 

• Power sources are required for system 

administration. 

• Process Management for P&D 

For non-disruptive system processing and catastrophe 

recovery, fault tolerance is critical. Several organizational 

catastrophes have resulted from a lack of fault tolerance 

mechanisms. Users of stock-broking applications can't view 

real-time charts or experience slowness, or folks from 

specific locations can't use it, and so on. Low-bandwidth 

banking applications do not allow users to transact [2]. 

While the examples above are simple, the lack of a reliable 

fault-tolerance solution might have an impact on 

stakeholders. Fault tolerance must be seen from several 
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angles. First, create a fault tolerance system that is reliable. 

Second, maintain effective performance indicators and 

reporting systems. 

Previous research had offered fault-tolerance management 

strategies and frameworks. Only a few studies have created 

a complete set of indicators for evaluating application fault 

tolerance and controlling action triggers. Monitoring system 

performance and fault tolerance conditions puts network 

and server managers under a lot of pressure [1]. 

This paper examines existing cloud-based fault-tolerance 

indicators and suggests a "Heikin Ashi"-inspired indicator 

for fault tolerance and high availability performance 

movement. 

Heikin ashi indicators for cloud computing fault tolerance 

are introduced in Section 1. Cloud failure tolerance was 

covered in Section 2. Related work and fault-tolerant cloud 

computing concepts were discussed in Section 3. Model-

related procedures and materials were explored in Section 

4. Data metrics and HAI-FT implementation are explained 

in Section 5. Data interpretation and data analysis are 

described in Section 6. Experimental studies and model 

comparisons were done in Sections 7, and 8. The article's 

conclusion and reference are included in Section 9. 

 

2. Fault-Tolerance Application in Cloud Computing 

2.1. Categorization  

In the case of cloud computing, fault tolerance might be 

ascribed to creating a strategic system for managing the 

current work in the event that the service paradigm is 

unavailable or interrupted. Fault tolerance is described as 

the capability of a service that continues to work despite 

failure in part of the system, or some external effects. The 

creation of such a system makes it possible to manage the 

needs for the infrastructure and the services with no 

problems. Maintaining a pool of computers with standby 

service is considered to be one of the basic steps that should 

be taken for providing fault tolerance in the cloud 

environment Despite this, fault tolerance systems are not a 

perfect substitute; they can give network administrators 

enough time to respond to a problem strategically and 

tactically, as well as, in the case of robust information 

systems, to operate in continuous mode and to manage the 

system efficiency levels [3], [4].Critical Aspects of Fault 

Tolerance in Cloud Computing 

• Redundancy  

In the instances of a system performance failure to the 

desired state, it is essential for a robust backup alternative. 

In an illustrative scenario, when a web application with a 

database system is down due to hardware implications, a 

backup database should be active to counter the offline 

condition. In simple terms, the server manages a 

contingency database constituting numerous redundant 

services within [1]. 

 

 

• Replication  

The fault tolerance solution is about managing replicas of 

every service in the system operation. In the instance of a 

specific system going wrong, other instances can trigger 

performance and continuity. When a database cluster has 

three different servers with the same real-time information 

available, one server stands active. The other two stand 

inactive and on standby for any fault tolerance kind of 

backup as required [5].  

• High Availability  

High availability in a cloud-system context refers to a 

system’s ability to mitigate the loss of service by reducing 

any interruptions or downtime. Profoundly, the concept is 

explained in terms of system-up time or running time. The 

context is opposite to the fault tolerance and reflects on the 

capability of the system to handle high load instances [6]. 

For a robust business continuity strategy, high availability 

and fault tolerance is prerogative to ensure that the 

organization manages essential functions in the instances of 

minor failures and towards disaster management. Also, the 

individual importance of fault tolerance and high 

availability are different and cannot be ignored [3], [5]. 

2.2. Techniques  

All the critical service composition in the system needs to 

consider in the designing of a fault tolerance system, 

including the database solutions and power sources.  

Prioritization of the services, load balancing capabilities, 

and high availability capability of the main servers and 

back-up servers are essential. In an illustrative scenario, for 

a high traffic transaction processing web application, when 

the main server is down, the back-up systems should be 

equally efficient and last until the main servers are resumed. 

If such prioritization is not in place, the purpose of 

managing fault tolerance solutions is not addressed [6], [5]. 

Transaction or information processing in the fault tolerance 

instances are imperative for some impact. However, the 

impact should not transpire into a single point failure for the 

application systems. Such an outcome can be managed only 

when the administrators can have both objective and 

subjective views of the ongoing performance of the multiple 

systems, servers, and alternate solutions [1], [2]. 

In the other dimension, the fault occurrence is to be 

managed exclusively in comparison to other systems, and it 

helps the system admin teams to work on the system failures 

and resumptions more effectively. 

The mainline system’s performance could be affected by 

any or many of the following, but not limited to.  

• Application Issue  

• Hardware issue 

• Network Issue 

• Security breach  

• Stack overflow conditions  
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• Maintenance requirements  

• Upgrade Requirements  

Fault-tolerance, in the case of system management, is to be 

focused on both the aspects of deploying the fault-tolerance 

system combined with high-availability management for the 

cloud-servers [3]. 

2.3. Need for the Indicators  

The monitoring teams must be aware of the load balance, 

requirement for server space, bandwidth, power resources, 

and other infrastructure consumables for the primary and 

backup servers in the event of a well-fit cloud server with 

an acceptable fault tolerance system and high availability 

system. Such analysis will aid in greater efficiency, 

contingency planning, and constraint conditions readiness. 

A real-time indicator pattern illustrating the system 

approach might be more useful for the system stakeholders 

even though there are several types of cluster or silos reports 

generated for high availability and fault-tolerance [2].The 

monitoring teams must be aware of the load balance, 

requirement for server space, bandwidth, power resources, 

and other infrastructure consumables for the primary and 

backup servers in the event of a well-fit cloud server with 

an acceptable fault tolerance system and high.Therefore, the 

focus of this publication is on creating a comprehensive 

solution that serves as indicators for the performance trend 

of cloud data servers, assisting admin teams in concentrating 

on key conditions for system functioning toward high 

availability or fault-tolerance conditions. 

3. Related Work 

Several research have concentrated on establishing fault-

tolerance solutions for cloud computing in order to increase 

efficiency and performance. Few studies have looked at 

fault-tolerance measuring indications or trends in real time. 

A distinct set of sustainable metrics for regulating cloud 

server fault-tolerance was examined in previous study. The 

goal of the business scenario is to provide cloud server 

managers with clearer, more intuitive visual indicators that 

illustrate trends and deadlines. 

This overview of related work presents complete methods 

and relevant indicators for analysing fault tolerance and 

high availability in cloud computing platforms. 

The contemporary model [6] builds on prior research and 

conducts a literature review on cloud computing fault-

tolerance frameworks. FT-Cloud, PCFT, Self-Adaption, FT 

Place Framework, Hybrid Fault Tolerance Architecture, 

Dynamic Adaptive Fault Tolerance (DAFT), FTM, MULTS 

Architecture, and Preference-Based Fault Management 

were chosen as finalists in the review. The authors of the 

study make no mention of any visual or metric-based 

methods for presenting real-time reality. 

The contemporary approach [7], [8] which focuses on cloud 

computing sustainability criteria, is also useful. The report 

identifies difficulties, trends, and sustainability issues 

regardless of high availability or fault-tolerance. As a metric 

of sustainability, the study looks at ISO service management 

standards and ITIL standards. 

The study’s indicators are tabular data computations based 

on Magalhaes and Pinheiro’s ITIL and IT service 

management techniques from 2007. Data flow, data kinds, 

and data consumption are used to assess process conditions 

in ISO/IEC 19944 – Cloud services and devices. The 

measure determines whether or not sustainability fulfils 

SLA. There are few signs that a cloud application is moving 

toward high availability or fault tolerance. 

The application of ISO 9000: Quality Management criteria 

for Plan-Do-Check-Act Cycle compliance is also 

highlighted in the review research. A sustainability indicator 

exists, but there is no effective pattern that reflects the 

structure. 

Cloud computing fault tolerance and resilience are 

measured by the researchers [9]. The essay looks at 

scenarios when fault tolerance is required. The process 

structure of each condition is listed. The indicators are 

correct for all metrics, and the scenario is frequently 

classified as semi-active, active, or semi-passive. The 

structure tabulates the indication evaluation settings. A 

consolidated report may be feasible, but it may lack the 

sensitivity of real-time analytics. 

Fault Tolerance (FT) techniques and models were 

investigated by the authors of [10]. The research looked on 

FT approaches and models. The research makes no 

recommendations for a specific visual signal to assist the 

monitoring system. 

Real-Time Online Interactive Applications is a monitoring 

system presented in the research [11]. (ROIA). They can aid 

users in visualising important service parameters. The 

authors of the study spoke about a possible process flow that 

shows real-time system performance in a graphical chart 

(ECG movement). The administration staff must 

concentrate more on the model when it comes to server 

performance adjustments. Fault tolerance practises are also 

included in the ROIA for solution development. 

Other papers relevant to fault tolerance application models 

for cloud computing [12-19] highlight the need of 

addressing fault tolerance circumstances. There are few 

studies on indicator system practises. The study model is 

inspired by the above-mentioned related work, which 

focuses on enhancing fault tolerance models in cloud 

computing applications. Enhanced models in indication 

systems can provide cloud server monitoring teams with 

easy and effective levels of indicators, allowing them to 

manage long-term solutions. 

4. Proposed Method and Materials  

HAI-FT (Heikin Ashi Indicators for Fault Tolerance) uses 

trendsetting to examine crucial server metrics. The model is 
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dynamic, so the solution can be applied to multiple 

timeframes, and the administrator can get a practical 

perspective of the system’s average performance in an up-

trend, down-trend, or sideways trend, where high 

availability and fault tolerance zones may be evaluated. 

 

4.1. Heikin Ashi  

Heikin Ashi is popular among traders because to its potent 

trend indication. Millions of stock market traders utilise 

Heikin Ashi candlestick indicators to forecast programmed 

movement trends. The recommended approach uses Heikin 

Ashi indicators to show load factor trends in relation to 

session volume and performance conditions. Network 

managers should be able to make decisions regarding the 

current situation with the help of the general trend. 

 

 
Figure 1: Conventional and heikin ashi candlestick 

patterns 

Its capacity to reduce the noise of real-time movements in 

the load-factors (or, in stock market jargon, to reduce the 

noise related to stock movements in real-time) and provide 

clear directions even in the volatile conditions served as the 

inspiration for the choice of the Heikin Ashi type of chart 

indicators. Accordingly, the model may assist in reducing 

real-time indication noise and reflecting in a clear direction 

[18], attributing the same to the cloud server environment. 

A phrase that refers to the average bar in Japanese is 

suggested statistics. It refers to the updated price values over 

a chart in stock market lingo. The Japanese candlesticks are 

profoundly composed of the four sections open, high, close, 

and low. The Heikin Ashi model alludes to a movement in 

a certain direction, whereas the standard candlestick gives 

the open, close, high, and low values for respective 

candlestick of a time period [19], [20]. 

As depicted in Figure 1, the normal candlestick pattern 

refers to the real-time movement over a specific timeframe. 

Assessing the trends (uptrend or sideways or downtrend) in 

the model is overly complex unless the patterns are used in 

conjunction with other indicators. Whereas the Heikin Ashi 

model refers to the averaging approach, identifying a 

specific trend over a period is much easier [21], [22], [23]. 

Heikin-Ashi model depends on formulae of two-period 

averages, offering a smoother appearance and providing 

spot trends for upwards or reversals, alongside depicting any 

obscure gaps.  

4.2. Heikin Ashi Interpretation 

The model refers in specific to a direction in which the 

chosen metric is conducting itself in a more simple and 

specific method. The green or red candles with shadows 

only to the specific direction (red constituting lower wick 

and Green constituting only upper wick). The gaps in the 

candlesticks are not evident in the model, as the chart is 

calculated according to information from earlier candles.  

The critical advantage of the model is the ease with which 

the information over two periods can be seen more simply 

to spot the trend. The model is seen as effective due to 

reducing the false trading signals sideways and even in 

choppy conditions.  

 

4.3. Heikin Ashi Formulae 

The Heiken Ashi formula used to derive these average 

values is as follows: 

Open = (open of previous bar + close of previous bar)/2 

Close = (open + high + low + close)/4 

High = the maximum value from the high, open, or close of 

the current period 

Low = the minimum value from the low, open, or close of 

the current period. 

 

Table 1 represents the conditions wherein the normal candle 

estimations are shown to the left. The calculations over the 

Heikin Ashi models for a scribe are depicted in the right 

columns. Despite that the model is vividly used in the stock 

price charting models, the same theory can be applied to the 

cloud server load capacity management visualization 

wherein the movement can be observed for high availability 

or running towards fault tolerance conditions [22], [23]. 

 

 
Figure 2: Heikin ashi trend indicators 

The green offshoots in Figure 2 refer to the positive 

direction (seen as source as high availability). The red 

offshoots refer to the negative movements (seen as low 

availability aka fault-tolerance scenario). In terminology to 

this manuscript model, the upside trend shall refer to the 

performance management towards high availability, which 

indicates the strength of the cloud infrastructure to handle 

the load, and the strong red candles indicate the heavy 

reliance on the fault-tolerance solutions [24], [25], [26], 

[27]. 
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The small candles, as depicted in Figure 3, refer to the trend 

reversals, which can be an indicator for cloud server 

administrators to focus on the action required at the 

instance.  

 

 
Figure 3: DOJI -reversal trends 

4.5. The objective of Implying the Model  

To understand the load balancing capacity for the cloud 

servers based on information like whether the attributes are 

available for high availability or being handled towards fault 

tolerance conditions.  

To provide a visual representation of the system’s usage as 

high-availability or fault-tolerance based on simple charting 

analysis, efficiently indicating the stakeholders the current 

capacity of the cloud-server infrastructure.  

To develop the model in a simple format that can be 

resourceful for any attribute estimation wherein the time 

frame analysis is possible. The attribute can be assessed for 

open, high, low, and close numbers. 

5. HAI-FT Implementation  

The proposed assessment is a presumed cloud-server 

scenario wherein the administrator must monitor for the 

server load trends, response trends for the sessions active for 

the server. Thus, considering such a hypothetical scenario, 

the following are the key metrics considered integral for 

analysis.  

•  Hardware Systems – Processors, Network, 

bandwidth  

• Software Systems – System response, functioning 

as per the information  

• Power Sources Integral to System Management – 

Main Source Power, Back-up System activation. 

• Physical and Digital Process Management  

 

 

 

 

 

Table 1: Calculation Tabulation for Heikin Ashi Candles 

Heikin ashi candlesticks 

QQQ Open High Low Close HA-Open HA-High HA-Low HA-Close 

01-Aug-11 58.67 58.82 57.03 57.73 58.67 58.82 57.03 58.06 

02-Aug-11 57.46 57.72 56.21 56.27 58.37 58.37 56.21 56.92 

03-Aug-11 56.37 56.88 5535 56.81 57.64 57.64 55.35 56.35 

04-Aug-11 55.98 56.09 40.17 54.17 57.00 57.00 54.17 55.10 

05-Aug-11 54.79 55.03 52.32 53.83 56.05 56.05 52.32 53.99 

08-Aug-11 52.21 53.12 50.59 50.59 55.02 55.02 50.59 51.63 

09-Aug-11 51.31 53.08 49.93 53.03 53.32 53.32 49.93 51.84 

10-Aug-11 51.82 53.04 50.8 50.86 52.58 53.04 50.80 51.63 

11-Aug-11 51.58 53.69 51.34 53.10 52.11 53.69 51.34 52.43 

12-Aug-11 53.42 53.9 52.88 53.57 52.27 53.90 52.27 53.44 

15-Aug-11 53.77 54.36 53.53 54.36 52.85 54.36 52.85 54.01 

16-Aug-11 53.82 54.35 53.18 53.90 53.43 54.35 53.18 53.81 

17-Aug-11 53.98 54.42 53.02 53.58 53.62 54.42 53.02 53.75 

18-Aug-11 52.13 52.14 50.48 50.95 53.69 53.69 50.48 51.43 

19-Aug-11 50.43 51.67 49.99 50.03 52.56 52.56 49.99 50.53 

22-Aug-11 51.21 51.24 50.06 50.21 51.54 51.54 50.06 50.68 

23-Aug-11 50.56 52.28 50.34 52.28 51.11 52.28 50.34 51.37 

24-Aug-11 52.18 53.42 51.71 52.69 51.24 53.42 51.24 52.50 

25-Aug-11 52.64 52.91 51.65 51.83 51.87 52.91 51.65 52.26 

26-Aug-11 51.68 53.31 51.15 53.13 52.06 53.31 51.15 52.32 

29-Aug-11 53.64 54.67 53.64 54.61 52.19 54.67 52.19 54.14 

30-Aug-11 54.39 55.3 54.11 54.97 53.17 55.30 53.17 54.69 

31-Aug-11 55.29 55.74 54.60 55.06 53.63 55.74 53.93 55.17 
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5.1. Data Metrics  

The metrics chosen for the project are developing a 

comprehensive solution that can work as an active indicator 

for the cloud server’s performance in terms of high 

availability and fault tolerance conditions in Table 2. The 

performance of the cloud server in terms of high availability 

and fault tolerance conditions 

The candle chart formation for the solution is captured in 

terms of data managed exclusively referring to open, close, 

high, and low values for the respective conditions. For 

instance, in the case of the power consumption metric, the 

power consumption is measured in units for the time frame.  

6. Data Interpretation and Analysis 

The data for the proposed model analysis is carried out in a 

simulated scenario wherein a random unit consumption 

value for each of the metrics is generated as open, close, 

high, and low. For the testing purpose, the data is simulated 

on two metrics as the RAM Capacity and the Internet 

Bandwidth Availability for the server.  

The data generated is for 15 min time frame for ten days. To 

ensure that the simulated data is more in line with the real-

time conditions. The test data is aligned to the free datasets 

available as the usual consumption indicators in busy cloud 

data servers.  

The total amount of data tested for the simulation is for 960 

rows of data wherein exclusive information as the 

bandwidth speed at open of the time frame, high, low, and 

close for a respective time frame. The key advantage of 

choosing the metric for assessment is to have a real-time 

understanding of the conditions that help in more effective 

assessment levels of the indicator.  

Data generated for the simulation has been classified into 

three categories randomly where in the values reflect the 

high availability, normal sequence, and fault tolerance 

conditions.  

 

Table 2: The performance of the cloud server in terms of 

high availability and fault tolerance conditions 

 

Metric High 

Availability 

(indicated as a 

green candle) 

Fault 

Tolerance 

(Indicated as a 

red candle) 

.Remarks 

Power 

Consumption 

Running on 

Main Power 

Line 

Running on 

Alternate 

power line 

If there is 

adequate and 

lines are 

good, strong 

green 

candles can 

be seen 

Bandwidth 

Availability 

Running on 

more than the 

SLA speed 

Running on 

Alternate 

internet lines or 

lower than the 

agreed SLA 

speed 

If there is 

adequate and 

lines are 

good, strong 

green 

candles can 

be seen 

RAM Load Managed as per 

the SLA speeds 

Managed lower 

than the SLA 

speeds 

Impact or 

good 

condition is 

reflected in a 

positive or 

negative 

candle. 

Resource 

Scheduling 

Adequate 

resource 

schedule for all 

servers and 

availability for 

more loads 

Constraints of 

resource 

allocation and 

is high on 

interim 

implications 

The positive 

or negative 

impact is 

reflected 

 

6.1. Process Flow 

Step-1  

 

Setting the Contextual Time Frame  

 {choosing the time frame as required … (for the 

test analysis, the charting is carried out like 15 min)  

 

Step-2 

Choosing the metric for analysis 

 {for the test analysis, the bandwidth available for 

the period are tested… whereas any metric can be applied 

for the period)} 

 

Step-3 

Script code implementation connection for capturing the 

data  

 {script code implementation for data connectivity 

to the tracking solution} 

 

Step-4   

 Application garners the information and 

accordingly executes the formulae for charting.  

 { 

 Open = (open of previous bar + close of previous 

bar)/2 

Close = (open + high + low + close)/4 

High = the maximum value from the high, open, or 

close of the current period 

Low = the minimum value from the low, open, or 

close of the current period} 
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Step-5 

  The application plots the chart in any of the 

following three patterns  

  {  

   Green Candle with a long wick 

on the upper side  

    Or 

   Red Candle with a long wick to 

the lower side  

    Or  

   Small green or red candles 

based on the averages, and might have wicks to both sides}  

 

Step-6 

Interpretation of the Candle. 

 
Figure 4: Uptrend and down trend depiction for heikin 

ashi 

 

The trend constituting continuous green candles with the 

uptrend indicates the system is running successfully and is 

having the scope of high availability.  

The two dark black patches in Figure 4(a) refer to the 

conditions wherein the system performance is affected and 

could be heading towards fault tolerance conditions. 

Whereas in the next sequence, it seems to have course 

correction, and the system resumes normalcy and high 

availability. 

The red candle charting pattern, as depicted in Figure 4b), 

refers to the conditions wherein the system is working on 

the fault-tolerance model for a specific period and followed 

by resumption to normal operating conditions.  

• Key Inputs of Interpretation  

For the success of a robust cloud server, the model needs to 

be dynamic for both high-availability or Fault-tolerance 

conditions. The indicators referring to a long pattern of high 

availability or fault-tolerance only refer to the efficacy of 

the cloud server in handling the contingent conditions on 

both the fronts of a sudden influx of load or issues in the 

server maintenance.  

Step-7 

Server Admin is facilitated with a real-time charting 

indicator for the fault-tolerance model.  

7. Experimental Analysis  

7.1 The Data 

For the experimental purpose, the simulated data is 

generated to a spreadsheet for the internet bandwidth 

conditions, with open, high, low, and close prices mentioned 

in Mbps available for the period. Based on the data 

available, the information for all the 15-minute time frames 

have been plotted. Using the charting style of the Excel 

sheet, the random values were generated for the model to 

depict the analysis.  

7.2 The process  

The mapping representation depicted below refers to the 

number of green, red, and reversal candle formations that 

were observed post the deployment of the Heikin Ashi 

candle formulae.  

The pattern followed is about the random generation of 

OHLC for 960 rows (15-minute timeframe for ten days) and 

used the data to calculate the generalized statistical 

indicators charting calculations using the formulae 

mentioned in the process flow Step-4. Post the calculations’ 

development, using the excel sheet stock charting pattern; 

the data is formulated into a candle chart pattern.  

7.3 The analysis 

Table 3 refers to the number of candles formed for different 

classifications based on the actual charting and generalized 

statistical indicators inspired charting model.  

In line with the accuracy and the purpose of developing the 

indicator, the following pattern refers to the conditions 

wherein the charting has provided more accurate insights 

into the trend in terms of high availability or the fault-

tolerance conditions integral to the process. Figure 5 refers 

to the conditional image of the flow of patterns picked 

randomly for the reporting purpose. The generalized 

statistical indicators chart pattern below indicates the 

sequential pattern wherein at specific timeframes, the fault 

tolerance was at work, and the high availability for a chart 

is at work. 

Table 3: Refers to the number of candles formed for 

different classifications 

Formation Type  Cumulative Candles 

Long Green Candles   327 

Short Green Candles  247 

Long Red Candles 123 

Short Red Candles  156 

Reversal Trends  107 

 

 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2022, 10(1s), 270–281  |  277 

 

 
Figure 5: Formation values from charting 

 

Figure 6: Internet bandwidth movement from 

experimental analysis. 

Figure 6 represents the conditions wherein the normal 

candlestick pattern representation of the internet bandwidth 

availability and the generalized statistical indicators model 

representation is depicted. The conditional inputs available 

in the generalized statistical indicators model provide a 

specific mode of high availability or the fault tolerance 

scenario in force. 

 

 

 
Figure 7: Experimental Data Charting 

 

Figure 7 shows experimental analysis is in inspiration to the 

patterns and indicators of sustainability discussed in [9]; the 

following are critical and integral factors that can define the 

sustainable services from the cloud computing solutions. 

While the framework discussed in the research paper 

provides a detailed framework, there is a lack of structured 

indicator pattern suggested in the model, which can help in 

understanding the compliance with the  

• ISO/IEC DIS 19086-2 – Service Level Agreement 

(SLA). 

• ISO/IEC FDIS 19941 – Interoperability and 

portability. 

• ISO/IEC 19944 – Cloud services and devices: data 

flow, data categories, and data usage. 

• ISO/IEC AWI 22123 – Concepts and terminology. 

• ISO/AWI 22624 – Taxonomy-based data 

manipulation for cloud services. 

• ISO/IEC NP TR 22678 – Guidance for policy 

development. 

• ISO/IEC 30134-1 and ISO/IEC 30134-2 – 

Datacenters – Main performance indicators. 

One of the critical elements of the framework in [7] is about 

ISO/IEC 30134-1 and ISO/IEC 30134-2 – Data centres – 

Main performance indicators, wherein the cloud server 

having robust internet bandwidth connectivity is integral to 

undisrupted service conditions. Thus, taking such factors 

into account, the indicators developed in this manuscript can 

be highly resourceful in analyzing the patterns and trends 

for key performance indicators.  

Also, the advocated generalized statistical indicators model 

discussed in this manuscript can be applied to all the key 

performance indicators for a cloud computing model. 

However, one of the key criteria that are to be followed in 

the model is about ensuring there is OHLC (open, high, low, 

and close) for the metrics chosen and the time frame 

application. If such data can be plotted to the generalized 

statistical indicators model, it can support ineffective 

plotting of the trend on a real-time basis.  

8. Performance Analysis 

The performance of GSI-FT is evaluated using the metrics 

"make-span rate," average turnaround time interval of a 

constant set of virtual machines with variable load, average 

turnaround time interval of a variable set of virtual machines 

with constant load. The GSI-FT Values for Fault-tolerant 

software systems cloud computing FTSS-CC [3] 

comparison and analysis. The metric values for GSI-FT, 

FTSS-CC, and their competence are described below. 

 

Table 4: Rate of the GSI-FT and FTSS-CC-make-span 

Metrics 10 15 20 25 30 35 40 45 50 

GSI-FT 33 37 42 44 46 47 49 51 53 

FTSS-CC 22 23 26 35 37 38 37 39 39 

 

 
Figure 8: The GSI-FT and FTSS-CC make-span rates 
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Table 5: A consistent load's average turnaround time 

compared to a fluctuating number of virtual machines. 

Metrics 10 15 20 25 30 35 40 45 50 

GSI-FT 28 25 24 23 21 18 15 13 7 

FTSS-CC 47 43 44 41 37 33 31 30 25 

 

 
Figure 9: the variable number of virtual machines and the 

average turnaround times of GSI-FT and FTSS-CC 

 

The availability or load scope of a virtual machine is 

measured by the "make-span rate" metric. A good metric 

make-span rate is represented by higher values. The make-

span rate represents the availability of virtual machines. The 

proposed GSI-FT has a make-span rate of 44±6, which is 

much higher than the rate for the current model, the FTSS-

CC, which is 32.5± 6.6, as shown in Figure 8 of Table 4. 

 

Table 5 and Figure 9, the average turnaround times for 

models GSI-FT and FTSS-CC against a varying number of 

virtual machines under a constant load were tabulated. A 

balanced load is indicated by minimal average turnaround 

times. In comparison to FTSS-CC 36.7±7, the average 

turnaround time interval for GSI-FT is 19±6.3. 

 

Table 6: Average turnaround times for virtual machines 

with a fixed number of users versus those with variable 

loads. 

Metrics 10 15 20 25 30 35 40 45 50 

GSI-FT 7 10 14 20 18 20 23 31 34 

FTSS-CC 24 27 31 33 35 37 44 44 50 

 

 
Figure 10: Statistics on turnaround time for the GSI-FT 

and FTSS-CC models under variable load 

In table 6, which is depicted in Figure 10, the average 

turnaround times for the models GSI-FT and FTSS-CC 

versus a fixed number of virtual machines with different 

load sizes are tabulated. A balanced load is indicated by 

minimal average turnaround times. GSI-FT average 

turnaround time is 19.66 ±8.39, substantially less  than the 

FTSS-CC average turn around time of 36.11± 8.06. 

 

Table 7: Energy consumption for each make-span with a 

variable load. 

Metrics 10 15 20 25 30 35 40 45 50 

GSI-FT 3 3 7 10 16 19 22 23 27 

FTSS-CC 5 12 18 20 23 28 35 40 45 

 

 
Figure 11: The metric for average energy use in relation to 

variable load. 

Another crucial objective for load balancing is energy 

consumption. GSI-FT and FTSS-CC models' average 

energy consumption per make-span versus changing load 

was tabulated in Table 7 and is seen in Figure 11. The ideal 

and competent metric values are lower values. In 

comparison to the 25.11 ±12.38 of FTSS-CC, the typical 

energy consumption of GSI-FT is 14.44±8.48. 

A model for cloud load balancing is compared to the one 

mentioned in this paper. The framework is based on FTSS-

CC, which distributes load using fault-tolerant software 

systems in the cloud. The load assessment process in the 

model selected for comparison study is intricate and 

tabulated for simple comprehension. The model put forward 

in this book, however, can only describe the load factor for 

a single type of virtual machine (VM) in cloud computing.  

9. Conclusion 

Optimizing the effectiveness for the cloud server systems in 

terms of high availability and fault-tolerance is a more 

practical necessity with the rising trends of cloud-based 

servers being utilised for managing information systems. 

Numerous studies have proposed models to support the 

ideal circumstances for fault tolerance techniques and high 

availability patterns. The emphasis of this book is on the 

indicators that may be used to track trends in cloud server 

load. In order to analyse the cloud server load factor, the 

model suggests a collection of statistical candlestick 

patterns. The proposed indicator's goals are to give the 
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server monitoring teams with the appropriate trend pattern 

and eliminate visual noise. The suggestion, herein, is to use 

a collection of statistical candlestick patterns for analysing 

the trends in cloud server load.  The conditions under which 

patterns are shown for the team are referred to in the 

experimental investigation of the model created over the 

simulated data and the recommended statistical patterns. 

The proposed publication is an expansion of the preceding 

work [7], which analyses the sustainability indicators 

framework and patterns crucial to managing the 

performance of cloud computing platforms. This proposed 

work is a thorough investigation of the proposed model and 

pattern collection to help improve the cloud server teams’ 

decisions by providing a detailed and self-explanatory 

analysis This study supports experimental insights on how 

the metrics may be tracked using useful indicators, even 

though the framework restricts the discussion to the relevant 

measurements. The data gathered in the pattern relates to 

successfully putting the model into practise to have a more 

useful and long-lasting indicator pattern for determining the 

future course of high availability or fault tolerance scenario. 
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