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Abstract:  Chest X-ray images are extremely difficult to interpret due to the fact that they are produced using a projection 

imaging modality. This is largely owing to the fact that anatomical structure and disease are closely intertwined. A large 

number of chest X-rays helps radiologists develop their knowledge and diagnostic abilities after they have mastered the 

principles of chest X-ray analysis. Droplets fill the lungs and make breathing difficult as a result of pericardial effusion 

caused by pneumonia. Pneumonia can be treated more effectively and with a higher chance of survival if caught early. Chest 

X-ray imaging is the most routinely used diagnostic technique for pneumonia. Examining chest X-rays, on the other hand, is 

a tough task with a high degree of subjectivity. In this study, we employed chest X-ray pictures to develop a computer-aided 

specialised diagnostic system capable of identifying pneumonia. Researchers have seen how machine learning algorithms 

can be used to tell if a chest X-ray shows signs of pneumonia. The most important thing about this study's conclusion is that 

it sorts out the different types of pneumonia. The combined Scale Invariant Fourier Transform (SIFT)and Local Binary 

Pattern (LBP)features are extracted from each training image and fed into machine learning models such as the Random 

Forest (RF), Artificial Neural Network (ANN) and Decision Tree (DT) model. After that, the classification model was 

created and tested on a set of test images. With an accuracy of 91.29%, RF was able to correctly classify all of the patients 

who had been diagnosed with pneumonia. Based on these results, we can say that the proposed method described in this 

research paper may help doctors figure out what's wrong with people with typical pneumonia. 

Keywords: Pneumonia, Machine Learning, Classification, Traditional Learning, and X-ray images. 

1 Introduction 

 A bacterial, viral, or fungal infection of the lungs can 

result in pneumonia. It produces pericardial effusion, a 

condition in which the lung becomes engorged with fluid, 

as well as pain in the airways. Among children under the 

age of five, it is responsible for more than 15% of fatalities. 

Many people in undeveloped and underdeveloped countries 

suffer from pneumococcal disease because of an inadequate 

health resources and population expansion. A person's life 

can be saved if the disease is diagnosed and treated early. In 

order to diagnose lung disease, a variety of imaging 

techniques are utilised, including X-rays, CT scans, MRIs, 

and radiography. X-ray imaging is a low-cost, non-invasive 

method of examining the lungs. 

  

A) Healthy Lung B) Pneumonic Lung 

Figure 1: Example X-ray image of a) Healthy Lung and  

b) Pneumonic Lung 

 Chemotherapy is a noninvasive diagnostic imaging 

procedure that makes it possible to see images of the chest 

and the organs inside it. There are a lot of people who have 

it. With an X-ray machine, a picture of the chest is taken 

and saved on film or in a computer system so that the chest 

condition of the patient can be found quickly. X-rays of the 

chest are also called chest radiographs (CT), chest 

roentgenograms, or CXRs, among other names. Depending 

on how thick it is, each organ in the chest cavity keeps 

different amounts of radiation, which makes shadows on the 

motion picture. Images from a chest X-ray have a lot of 

contrast, so the only way to tell the different parts of the 

chest apart is by how bright or hazy the image is. As 

an example, the bones and vertebral column of the 

chest wall absorb more radiation than other parts of 

the body. Because of this, they appear whiter on film.  

 Doctors order chest X-rays for many reasons, 

particularly cancer screening. This radiological exam 

can evaluate many health problems. Chest X-rays can 

reveal pneumonia, an enlarged heart, congestive heart 

failure, lung mass, and pleural effusion. As projection 

images, chest X-rays are difficult to interpret. 

Morphological structure and disease are tightly linked. 

Differentiating diseased from healthy structures, like 
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lung infiltration and blood vessel architecture, can be 

difficult. After mastering chest X-ray analysis, a significant 

number of X-rays helps radiologists enhance their 

knowledge and diagnostic abilities. Radiologists memorise 

a healthy patient's chest X-ray to compare to new patients'. 

Due to the subjectivity of this procedure, there are often 

large discrepancies in chest X-ray interpretations amongst 

radiologists. 

Motivation  

 More and more people are falling victim to 

pneumonia, especially children. This is due to a 

combination of health conditions such as overcrowding, 

poor hygine and malnourishment and a lack of accessible 

medical care, which are all common in developing and 

undeveloped countries. Pneumonia must be detected early if 

it is to be properly cured. Radiologists sometimes disagree 

on the interpretation of X-ray scans, which is why X-ray 

examination is the most prevalent method of diagnosis. 

Consequently, an automated disease diagnosis system 

(ADDS) capable of generalising is needed to accurately 

detect the condition. The use of ensemble learning in the 

classification of pneumonia patients has not been studied to 

the best of our knowledge, according to the literature 

review. Ensemble learning was used in this work because it 

includes the discriminatory features from all the base 

learners, allowing it to make better predictions. 

Contribution  

 By combining two feature extraction methods is used 

to classify the Lungs X-ray data set. The combined SIFT 

and LBP feature extraction algorithm is used to extract 

features. There are three different classification methods 

that use feature vectors produced from SIFT and LBP 

feature extraction algorithms as inputs. Anaconda 

distributions' libraries are used in the tests, which are run in 

Python and can be run in Python environments. The SIFT 

and LBP feature extraction algorithms, as well as the RF, 

ANN, and DT classification algorithms, are all implemented 

in the Scikit-Image library.Summary of the main 

contribution is as follows:  

• Dataset Preparation (Splitting of train and test data). 

• Image pre-processing labeling using Multi-label 

Classification. 

• We have extracted feature using SIFT and LBP feature 

extraction algorithm. 

• We have trained the dataset using machine learning 

algorithms like ANN, RF, and DT. 

• We have recognized Chest X-ray image using machine 

learning algorithms. 

Organization of paper 

 The remaining sections of this document are as 

follows: The works that are important to this study are 

discussed in Section 2. Detailed descriptions of the 

proposed feature preprocessing and extraction algorithms 

are provided in Section 3, along with code examples. 

Section 4 explains the machine learning model in greater 

detail. Section 5 describes the discussion of experimental 

results. Section 6 summarizes the study's conclusions and 

the dataset that was utilised to support them.  

2 Related Works 

 This section covers the basics of radiography, 

including how it's used in medical imaging and how it 

might help with diagnosis. Pattern recognition, an applied 

way to classifying segmented images, is also discussed in 

this section. In addition, this research article provides a full 

review of the background of relevant image processing and 

feature extraction approaches, such as those discussed in 

this work. Machine learning techniques for supervised and 

unsupervised learning are introduced, as well as the Support 

Vector Machine (SVM), which serves as a basis for 

machine learning and has been widely employed in this 

study's classification phase. 

 Pneumonia researchers are using real-time reverse 

transcription reaction (PT-PCR). In order to diagnose the 

disease in its earliest stages, diagnostic imaging such as CT 

scans and  

X-rays are needed. It is possible to detect symptoms in 

radiographic pictures, despite RT-modest PCR's sensitivity 

(60–70 percent) [11, 12]. By using CT scans, as well as RT-

PCR screening, it is possible to diagnose COVID-19 

pneumonia. Within the initial 0–2 days of the onset of 

symptoms, CT scans are commonly conducted [12]. CT 

scan results are frequently noticed several days after the 

onset of symptoms.X-rays of the lungs of patients who 

survived COVID-19 pneumonia revealed the most severe 

lung illness 10 days after the onset of symptoms [14]. 

Doctors advised patients to undergo physical examinations 

and chest CT scans in order to diagnose the onset of the 

pandemic in China because of reports that diagnostic kits in 

hospitals were lacking and that a high rate of false negative 

tests had been reported [7, 17-18]. A number of studies have 

shown that improvements were evident before the effects of 

COVID-19 were noticed [19]. 

 One out of every three persons examined by Yoon 

and colleagues [20] had an unilateral granular impurity in 

the lower left lung. A stiffening of the lungs' fourth and fifth 

lobes was present in both patients who were also being 

treated for this condition.According to Zhao et al. [21], 

vascular dilatation and convergence were observed in a 

number of individuals with mixed GGOs during their 

study.There were lateral foci or numerous GGOs observed 

in 50% to 75% of individuals in another investigation [11]. 

Zu and colleagues discovered rounded lung illumination in 

33% of chest CT images.The application of these 

techniques resulted in the development of an effective and 

reliable X-ray and CT scan imaging system. 

 Radiologists use chest X-rays or CT scans to 

distinguish between a patient with pneumonia and a healthy 

one. Infected patients have "Ground-glass opacity," which 

is the absence of white hazy patches in healthy individuals. 

SAR-CoV-2 and bacteria can cause severe pneumonia, but 

there is no test for COVID-19 and the RTPCR method is 

expensive, time-consuming, inefficient, and labor-intensive 

[22-38]. A outcome of this is that researchers are 

increasingly turning to chest scanning techniques such as 

CT scans and X-rays as an alternate means of diagnosis. 

The fact that there are so few professionals (i.e. 

radiologists) who can interpret thousands of CT scans and 

CXR images only serves to exacerbate the situation.  

Models powered by artificial intelligence (AI) have shown 

high efficacy in helping medical experts classify and predict 

diseases [29-32]. 
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3 Methodology of research work 

 This work covers numerous areas of the classification 

of chest X-ray images, including preprocessing, feature 

extraction, and classification models. This is in accordance 

with the purpose that we have established for ourselves. 

Figure 1 presents an illustration of the overall system 

architecture of the methodology that has been provided. 

3.1 Preprocessing  

 Image sharpening is a technique for improving the 

clarity of digital images. The edges of an image are better 

defined when it has been sharpened. The images that are 

drab are those that are pixelated at the edges. Edges and 

background are nearly indistinguishable. Contrary to 

popular belief, a sharper image is one in which the viewer 

can clearly make out the edges of objects.  

 

Figure 1: Overall Architecture of Proposed Methodology 

 We know that the edges of objects change in terms of 

brightness and contrast. The image is said to be sharp if this 

difference is noticeable. In this image, the viewer can 

clearly distinguish between the foreground and the 

background. The laplacian filter is used for sharpening the 

input image. The Figure 2 shows the original image and 

sharpening image.  

 

Figure 2: Preprocessed Image (a) Original Image (b) Image Sharpening 

3.2 Combined Feature Extraction 

Feature Extraction using SIFT feature 

 Local feature descriptors that are unaffected by 

changes in illumination, scaling, or rotation can be found 

and extracted using the Scale Invariant Feature Transform 

(SIFT). The author [15] was the first to come up with this 

algorithm. Improved and developed in recent years. SIFT 

has a number of advantages, including the following:images 

of natural features. They can be combined and used to 

generate useful information because they have good 

efficiency and speed, are invariant to uniform scaling and 

orientation, and are partially invariant to changes in 

illumination.4 steps comprise the SIFT feature's detection 

stage: 

 The image I(x, y) is first concatenated with Gaussian 

filters at various scales as the equation for this step: 

 

 This is the convolution of image I(x, y) with Gaussian 

filter G(x, y, σ) at scale in the following equation. Equation 

2.2 shows the differences between two Gaussian images at 

scales kσ and σ  as follows: 

 

 The difference between these two scales is known as a 

DoG (Differences of Gaussians). Local maxima and minima 

of the DoG images are identified as keypoints, which can 

also be called Interest points, in this first stage of the analysis 

process. As depicted in the figure, each DoG image pixel is 

compared to its eight neighbouring pixels at the same scale. 

In addition, a predetermined number of points must be 

removed from the keypoint locations in order to improve 

their accuracy. 

 

 An equation is used to precompute the gradient 

magnitude m(x, y) and orientation (x, y) for orientation 

invariance. 

 

 An orientation histogram of 4 x 4 pixels is used to 

compute a feature descriptor for a keypoint orientation if it is 

selected.Using this method the STIP feature are extracted, 

which is shown in the figure 3. 
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Figure 3: STIP feature extraction  

Feature Extraction using LBP  

 Ojala and his colleagues came up with a simple and 

efficient way to find texture features. The Local Binary 

Pattern (LBP) is one of them. This is how LBP did it: It 

used each data point as a threshold, then turned its 3 x 3 

neighbourhood into an 8-bit binary code. 

 

Figure 4: LBP Operator  

Because of the binary code's predetermined order, texture 

direction information is reserved for pixels in between each 

byte. The binary pattern is known as uniform LBP and is 

denoted when it has at most two occurrences of 0 to 1 or 1 

to 0.The figure 4 explains the LBP operator. The figure 5 

shows the visual of LBP image. The 1182 feature 

dimensions (bins) are extracted for each image. 

 

Figure 5: Visual of LBP Image 

3.3 Classification Models 

Artificial Neural Networks (ANN) 

As a mathematical model of how information is processed 

in biological nerve systems, neural networks got their start 

in this field. Progress in neural network complexity 

continues, but it is still far below that of the human mind.  

 

Figure 6: The structure of ANN 

 Understanding or estimating functions or making 

predictions in a pattern recognition context can be made 

much easier with neural networks. McCulloch and Pitts 

(1943) were the first to create a neural network, and 

Rosenblatt (1962) and Minsky and Seymour (1962) 

followed suit in the 1960s (1969). The introduction of the 

back-propagation learning algorithm (explained below) for 

training multi-layer perceptrons in the late 1980s ushered in 

the golden age of neural networks.In a certain network 

architecture, theoretical neurons are joined together to form 

a neural network. Figure 6 depicts the construction of a 

neural network, where each circular node represents a 

synthetic neuron and each arrow denotes a communication 

between the each neurons.  

Random Forest (RF) 

 It's possible to see a random forest as a collection of 

multiple decision trees. Using an averaging mechanism, the 

predictions from multiple decision trees are combined to 

produce a final result (majority voting). It improves the 
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model's ability to generalise to a larger population. 

Additional benefits include reduced overfitting and high 

variance in the model. Random forest algorithm's key steps 

are as follows: 

• Select a random sample of n individuals (randomly 

choose n examples with replacement) 

• Using the above sample, build a decision tree using the 

following: 

• Randomly select m features from all of the available 

features. 

• By using m features to break up the data, the tree can 

be constructed in accordance with the objective 

function (maximising the information gain). 

• As stated, repeat the above steps for the specified 

number of trees (k). 

• Combine the predictions of different trees and come up 

with a final prediction based on the majority vote or 

average. 

•  

Decision Tree (DT)  

 When a decision tree is used to predict the dataset's 

class, the process begins at the root node.When the root 

attribute is compared to the record (actual dataset) attribute, 

it goes to the next node and follows the branch 

accordingly.The algorithm compares the variable with the 

other sub-nodes for the next node and then moves on to the 

next step. The procedure continues up to it reaches the tree's 

leaf node. The Figure 7 shows the Decision Tree Structure.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Decision Tree Structure  

 

4 Experimental Analysis 

Lungs X-Ray Dataset 

Although more than 30 million people have been diagnosed 

with COVID-19, the number of CT scan images that can be 

accessed via the Internet is extremely limited and 

sparse.COVID-19 pneumonia, lung opacity, a normal CXR 

image, pneumoniaviral and pneumoniabacterial CXR 

images, as illustrated in Figure 8, were received from the 

website:Keras (https://www.kaggle.com/ta wsifurrahman or 

covid19-radiography-database) provides 1200 images from 

each category.  The data set split for training and testing are 

75% and 25%. The dataset's description is shown in the 

Table 1.  

 

Table 1: Information about the Dataset 

S. No. Classes 
Number of 

images 

1.  Pneumonia-Bacterial        1200 

2.  Pneumonia-Viral        1200 

3.  Normal 1200 

4.  COVID_19        1200 

5.  Lungs Opacity        1200 
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Figure 8: Sample datasets for Chest X-ray image 

 

Performance Evaluation Metrics 

The figure 6 shows the general confusion matrix table. 

 

Figure 7: Table for Confusion Matrix 

 The overall accuracy reported for all approaches is 

calculated using the equation: 

 

Similarly, the accuracy reported for a class is calculated 

using the equation: 

 

 A confusion matrix is used to report all of the 

findings; in this matrix, each row stands for a different class 

label, and each column presents a different prediction. Other 
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metrics, such as precision, recall, and F1-scores, can be 

inferred from the confusion matrix by looking at the data. A 

relationship between the results that are considered to be 

truly positive and those that are considered to be truly 

negative can be used to express the level of precision. The 

following equation can be used to express it: 

 

 

 

.  

Figure 10: Confusion Matrix for RF and ANNClassifier 

The Recall, Specificity, F-Score, Accuracy and Precisionare 

the metrics used to evaluate the suggested classification 

models.The accuracy in classification tasks is the total 

number of true predictions made by the various machine 

learning models.The Figure 10 and 11 enlighten the 

confusion matrix value for RF, ANN classifiers and KNN 

classifier respectively.  

 

Figure 11: Confusion Matrix for DT Classifier 

5 Discussion of Experimental Results  

 Each image's histogram was broken down into 64 

individual bins and 1182 feature dimensions (bins) are 

extracted  

for each image or LBP feature and the results of that 

process were presented in this section foryour consideration.  

 

Figure 12: Class wise performance analysis for RF classifier 
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Figure 13: Class wise performance analysis for ANN classifier 

 

Figure 14: Class wise performance analysis for DT classifier 

 According to other algorithms, a STIP and LBP 

feature has the highest levels of accuracy. 91.29% accuracy 

was achieved using the RF algorithm. The ANN classifier 

had an accuracy of 88.41 percent, whereas the KNN 

classifier had an accuracy of 86.04 percent. 

 

Figure 15: Performance Analysis of RF, ANN and DT models 

 The Figure 12, 13 and 14 visualize the class wise 

performance analysis for RF, ANN and DT classifier 

respectively. Table 2 summarises the results of an 

evaluation of machine learning models' performance (RF, 

ANN and DT).The figure 15 explains the performance 

analysis of combined STIP and LBP feature with RF, ANN 

and DT machine learning models.   

Table 2: Performance Analysis of Machine Learning Models (RF, ANN and DT) 

S. 

No. 

ML 

Models 
Precision Recall 

F1-

Score 
Acc. 

1.  RF 91 90 91 91.29 

2.  ANN 87 88 89 88.41 

3.  DT 86 87 86 86.04 

 

6 Conclusion 

 The experiment conducted on Chest X-ray dataset 

using RF, ANN and DT classifiers shows that RF classifiers 

has outperformed  the other methods specifically using 

SIFT and LBP feature. However the results obtained by 

ANN and DT classifiers were not satisfactory as the RF 

classifiers. But these parameters were chosen to ensure that 

the dimensions of each feature were consistent throughout 

the different feature extractor models.RF classifiers have 

outperformed ANN and DT. 

 In Future, other pre-processing methods or contrast 

enhancement may be included in image quality upgrades. 

Prior to categorization, it may be beneficial to segment the 

lung image. The computational cost of the proposed 

ensemble is higher than that of prior CNN baselines since 

three CNN models are required to train it. Snapshot 
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ensembling may be used in the future to reduce computing 

requirements. 
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