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Abstract: An image retrieval system includes image retrieval through sketches. Sketches act as an outline for any object with few details. 

"Sketch-Based Image Retrieval (SBIR)" is universally recognized as an extension of image retrieval by such rough sketching that 

concentrates on the main features of the object.  SBIR has become an effective and popular image mining search technique as the 

demand for multimedia technology has grown. Due to the less precise depiction in sketches, comparing such sketches to real colorful and 

meaningful images becomes extremely difficult. As a solution to the captioned matter, the proposed approach incorporates Histogram 

Line Relationship (HLR) descriptors to facilitate constraint-based image retrieval. After pre-processing, the descriptor describes the 

visual features of an image. Here edge length-based constraints make SBIR powerful enough to select strong shaping edges. This 

approach is further enhanced to include data retrieval and is referred to as "Sketch-Based Image and Data Retrieval (SBIDR)" which 

even makes it more functional. Throughout image processing, the data embedding and extraction procedure are carried out using the 

Reversible Data Hiding (RDH) technique with an invariant grayscale version. The proposed method employs a hybrid model of image 

retrieval and data retrieval system with the addition of constraints and grayscale invariance. This models produce efficient outcomes in 

terms of retrieval. 

Keywords: Image retrieval, Descriptor, Data retrieval, Edge extraction, Sketch-based, Grayscale, Invariance, feature extraction. 

 

1. Introduction 

The extensive use of the internet and the growing demand for 

storage, multimedia data such as audio, video, and photos has 

prompted an evolution in multimedia retrieval systems. As a 

result, image retrieval has become a prominent tool for image 

processing in this era, and it is referred as widely used as a way 

of exploring images from huge databases. The text-based search 

was the very first phase in the evolution of image retrieval; this 

annotation-based technique searches the database based on the 

surrounding text of an image. As string matching processes are 

less time-consuming, this manual or automatic text annotation of 

images works perfectly. However, there are restrictions on how 

each image's contents are represented in the text. It may be 

impossible to constantly express image content in text or word, as 

image annotation for image retrieval is not always accurate. 

Due to various changes in the retrieval mechanism, such as 

querying by image content, content-based search has evolved as 

an alternative to text-based search and is now widely used around 

the world. Instead of depending on "metadata," content-based 

search focuses on the internal content of images, hence it is 

referred to as “Content-Based Image Retrieval (CBIR)”. Hereby 

removing text annotation from visual content, querying through it 

becomes easier.  

 

Internal features, or low-level picture features including colour, 

texture, shape, and spatial locations, are used to characterize 

CBIR. A feature database is a set of target picture feature vectors 

in which multidimensional feature vectors are generated based on 

the feature description. The similarity measure is used to 

calculate the distance between the target picture's feature vector 

in the vector database and the query image vector. Ultimately, 

image retrieval is accomplished through the use of an indexing 

technique. 

Following that, a freehand sketch query is introduced, which is 

not a replacement for CBIR but can be used as an add-on. Sketch-

Based Image Retrieval (SBIR) is an emerging trend in image 

search technologies nowadays. SBIR evolved and dramatically 

enhanced in the field of Image Processing, inspired by the well-

known phrase "A picture is worth a thousand words”. Because 

pictures are more expressive than keywords, queries are provided 

as sketches to search for real images with in repository. In every 

sense, the freehand sketches enhance image searches. With this in 

mind, an extensive study is being conducted on SBIR and its 

applicability in law enforcement, military, and criminal justice 

investigations where a drop in operational quality may result in a 

crucial loss. SBIR, in addition to the CBIR, is a strong search tool 

that can be utilized as a supplement to text-based search. Pre-

processing, followed by edge extraction descriptor generation, 

contour detection, constraint satisfaction, and perhaps other 

operations, helps this method succeed. 

Grayscale invariance is critical when utilising sketches to search 
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for pictures since sketches are depicted with Black and White 

tones while other comparable images are multi-colored.  Images 

are frequently used to depict imagination. Image processing is a 

cognitive process in which we perform alterations on pictures or 

use various processing techniques. During the alterations or 

during processing, due care should be taken to maintain the 

image's attributes. Since sketches are black and white while other 

comparable images are coloured, grayscale invariance is critical 

when utilising sketches to search for images. Because grayscale 

images have lower intensities than colour images, they can be 

processed faster. Data is incorporated into colour graphics, with 

red, green, and blue colour channels providing messages and 

sketches containing the key. 

RDH [2] is frequently used on real images with this method to 

extract data hidden in the image. It's a fragile mechanism used to 

authenticate. Histogram shift, lossless compression, and 

expansion difference algorithms are used in several RDH 

approaches. This approach operates on the grayscale, and there 

are several algorithms available for conducting watermarking on 

colour photos such as the one shown. Colour images, on the other 

hand, offer more powerful visualisation than grey images, which 

are blue-channel based and three-color channel based [26]. 

However, these algorithms irrevocably damage their colour 

pictures, as a result a noisy image is generated which varies from 

the original image. Marked images intensify the sting extraction 

or feature extraction process. SIFT and HoG, for example, are 

feature descriptors for grey photos that only operate on the 

luminance channel after converting colour images to grey images. 

Certain RDH approaches for colour images may be utilised in 

SBIR colour images to avoid interfering with subsequent Gray-

scale invariance image processing. The RDH is utilised to process 

Gray-scale invariance and retrieve data from images in this work, 

with tagged images being used for subsequent image retrieval via 

sketching. 

The Sketch-Based Image and Data Retrieval (SBIDR) System is 

a hybrid image and data retrieval system shown in the following 

Fig. 1. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Image and Data Retrieval through Sketches 

2. Related Work 

A system that searches, navigates, and retrieves images from a 

huge digital images repository or text is known as an image 

retrieval system. The initial phase in the evolution of image 

retrieval is text-based image retrieval (TBIR), in which text or 

keywords play an important role in the retrieval system. It is 

solely based on verbal descriptions of images, and retrieval is 

entirely dependent on word annotation. Because of the limitations 

on feature description via keywords or text, finding the images 

just by metadata (annotations) is insufficient. CBIR is the next 

iteration of image retrieval that resulted from this. Images with 

compound backgrounds may include a variety of visual features; 

hence CBIR incorporates a number of feature descriptors to 

represent image visual features. Image alterations such as 

rotation, scaling, and luminance changes have no effect on the 

descriptor.  Depending on extraction methods descriptors are 

classified. RBIR are local descriptors derived from an image 

portion, whereas GCBIR are global descriptors extracted from the 

overall visual content of the picture. These are very insightful and 

time-consuming techniques. SBIR evaluates images using query 

sketches, the most expressive and dynamic technique to image 

retrieval. The freehand picture of anything is a sketch that can be 

either an object or anything from one's mind. Real-life images 

feature numerous elements such as colour, shape, texture, 

gradient, scale, and so on, whereas sketches are instructive and 

useful for learning about shapes. CBIR is incapable of bridging 

such a wide gap between sketches and actual images. 

J. Canny [4] created a canny detector for image pre-processing 

that reduced the volume of data in a query and target image 

without affecting the image's structural features. The procedure 

includes cleaning, identifying gradients and magnitude, double 

thresholding, edge suppression, and edge tracking. Another 

method of picture extraction is contour detection and extraction. 

Eitz et al. [5] provide a human perception approach for 

addressing the problem of matching a contour to a query sketch 

picture. To analyse an image, two sorts of regions are frequently 

used: Region of Interest (ROI) and primary region. ROI is useful 

when the backdrop of a photograph is complex, and it works on a 

significant section of the image. Eitz et al. introduced the Tensor 

Descriptor concept, which divides an image into cells, each of 

which serves as a descriptor. In Hierarchical Orientation 

Combination, the human visual system, which uses a hierarchical 

framework for picture processing, is exploited. The maximum 

RGB colour component is used to calculate orientation 

information. Because there is no index structure in this database, 

the algorithm does a comprehensive scan of the whole database 

for each probe. 

Hu et al. [6] introduce the GF-HoG descriptor as an alternative 

method for extracting window based descriptors in order to 

improve and optimise performance. HoG distributes pictures into 

cells, which are linked to tiny portions termed regions, utilising a 

collection of visual words described in [7]. Each cell generates a 

histogram comprising gradient orientations and directions. The 

representation of cells in a histogram is normalised to generate a 

block histogram, and the collection of these block histograms is 

referred to as a descriptor. Object detection is performed using a 

window-based descriptor, and spatial information is necessary for 

improved accuracy. MindFinder[8] displays the permutation of 

edge pixel orientations and coordinates as a dictionary of spatial 

information and magnifies the resulting shape feature descriptor. 

An image recovery technique called patch hashing [9] divides a 

picture into overlapping patches and computes a feature 

description called a Histogram of Gradients (HoG) for each 

recovered patch. This method builds a system for obtaining 

duplicate pictures from query drawings with slight location 

disparities, i.e. It looks for images with better spatial persistence. 

Hu and collomosse[10] developed GF-HOG descriptors that work 

on dense gradients with local properties determined by selecting 

an appropriate window size. Yang et al. [11] suggested a 12-

dimensional feature vector to split contour into multiple 

components that are invariant to scaling and rotation. Although it 

has drawbacks such as high memory use, a Hungarian Algorithm 

is used to determine the similarity of two vectors. In order to 
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reduce memory usage, Xiao et al. [14] divided the contour into 

separate shaping words that include shapes like curves and lines 

and measured the similarity of the shape words. The Chan Vese 

Model [12] expresses it in terms of mean intensities. It makes use 

of both the inside and outside of a picture and acts on the global 

mean. When the borders are faint, it works well, but when the 

boundaries are intense or no uniform, which are prevalent in 

practically all medical images, it fails miserably. Angle detection, 

rather than edge detection, is performed using a sobel operator in 

Edge Orientation Histogram (EOH) principles. It builds a 

histogram of the gradients of the edges by employing five distinct 

directions, namely horizontal, vertical, non-directional, and two 

diagonals [13]. The SIFT descriptor describes many object 

characteristics that are unaffected by various transformations. 

Jinyu Wang et al. [15] investigated the various types of sketch 

illustration. For the feature extraction representation of drawings, 

the stroke fundamental unit of processing is used. Shape Feature 

Based, Stroke Description Based, and Combinatorial Primitives 

Based are the three approaches used to define image properties. 

However, both size and position are constrained. Sketch2image, a 

salient region-based segmentation algorithm based on keyword 

annotation and detection, was introduced by T. Chen [16]. Eitz et 

al. [17] present Photosketcher as a text-free interactive sketch 

synthesis system. Arbelaez et al. introduced another contour 

extraction approach termed gPb in [18], which took into account 

brightness texture and colour fluctuations in computations and 

attempted to solve some of the flaws of the canny edge 

recognition algorithm. GF-HoG in [19], the addition of spatial 

material to BoVW (Bag of Visual Word) in terms of an image 

descriptor. The application of neural networks to the image 

presented in [20] divides the image region-wise and predicts the 

bounding boundaries of respective areas with some probability, 

which function as weighted probabilities for such bounding 

boxes. Shape feature-based representation in [21] extracts local 

and global properties from any sketch to describe it. SaliencyCut 

adds spatial connectivity of image pixels based on the proposed 

area contrast histogram [22], which is used to calculate the 

saliency zone of pictures and sub images[23-25]. The well-known 

approach known as Lossless Data embedding [28] is used to 

eliminate distortion or data embedding in a tagged picture. It 

supports packaged, uncompressed, and transform formats like as 

PNG, BMP, and JPEG. The redundancy strategy is used to 

achieve a low distortion rate, with the difference of embedding 

expansion [29] focused on establishing a big embedding capacity. 

Reversibility is used to restore the original material. Vision-based 

masking [30] and quantization [31] are shown by Luminance 

Channel-based Algorithms. The density of messages is used to 

determine resilience in vision-based masking mode. In contrast to 

final bit embedding, the quantization method employs a single 

luminance value. In a Chrominance-channel-based approach [32], 

a watermark is inserted in the chrominance channel to create 

high-quality watermarked video material, and the same key is 

used for extraction. In the blue channel-based technique [33], the 

modulation is represented as a change in the pixel value of the 

blue channel. A Gaussian mask is used to compute equalisation in 

terms of Luminance intensity. The 3-color channel-based 

technique demonstrates coefficient quantization [34] and image 

splitting [35]. Watermarking on colour images is done by 

separating an image into well-separated patches and then 

calculating their decomposition to hide markings with no 

distortion within 3-colour channels. Reversible Data Hiding for 

Color Images is based on genetic algorithms for bitmaps [36], a 

prediction error system [37], and payload partitioning [38]. To 

increase inter-channel correlation payload partitioning is used, 

bitmaps are utilised to identify a bitmap for block compression, 

prediction error systems that incorporate separate data embedding 

techniques in each channel. SURF [39] is a scale and rotation 

invariant descriptor that measures repeatability, robustness, and 

uniqueness. It presents a replacement process for colour to 

accomplish a grey conversion by employing a chrominance value 

termed a single decomposition value in [40, 41]. Different Data 

encryption techniques [42] and Data Mining methods [43, 44] are 

studied. 

3. Proposed Image and Data Retrieval 

Proposed system is a hybrid module consisting of Image and Data 

retrieval through sketches. This methodology works efficiently 

with use of different methods like preprocessing, edge extraction, 

descriptor generation, constraint satisfaction as discussed below. 

 

3.1. Sketches and Images 

Query through sketch is an emerging area in the image retrieval 

world. The evolution started from Text-based query, then moved 

towards Content-based query, now extended with a Sketch based 

query system. Sketches are monochromatic images that show 

rough shapes with meaningful information that can be effectively 

used to retrieve real and natural images from a huge database. 

Preprocessing, edge extraction methods are applicable to sketches 

as well. Real images stored in a database are feature extracted 

images, thus called a feature database. Feature Database 

generation for proposed work is shown in Fig. 2. This database is 

further used in comparison of input sketches and images. 

 

 

 

 

 

 

 

 

 

Figure 2.  Feature database generation 

 

3.2. Division Algorithm 

This method separates the picture into two regions: areas where 

data can be inserted and areas where data cannot be inserted. 

According to the colour intensity values, the insertable region is 

again split into smooth and complex parts. Region with low 

intensity value is considered a smooth region, and further used 

for data embedding as smooth regions have less intensity 

variations. For calculating intensity differences, the central pixel 

is compared with pixels on Left, Right, Upper and Below as 

shown in Fig. 3. This difference is further compared with the set 

threshold to calculate smooth and complex regions in respective 

images. Equation (1) depicts the calculation of smooth and 

complex regions. 

 

 

 

 

 

 

 

 

Figure 3. Reference pixel comparison 
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reference pixel =              (1) 

 

where, difference is a summation of differences between the 

current reference pixel and the remote central pixel 

 

3.3. Embedding Process 

Red, Green, and Blue channels each contain in-color image data, 

and the sketch image key is encrypted at the receiver end to 

extract the data. A critical component in comparing a sketch and 

a real image is the grayscale representation of the image. 

Grayscale values should thus be preserved throughout the 

embedding and extracting processes. The extraction procedure 

decrypts encrypted communications; it receives encrypted photos 

as input and gives outputs as images with the extracted data. 

In reference with steps explained [26], apply division algorithm 

on color image to extract R, G and B channels with smooth and 

complex regions for further embedding process. Each channel has 

28 i.e. 256 bits. In the grayscale version of the image all three 

channels R, G and B have nearly the same color values. 

Embedding is done in all color channels after grayscale 

conversion. Least Significant Bit (LSB) is used for embedding 

here as shown in Fig. 4, as this does not affect much image color 

variation. 

 

 

 

 

Figure 4.  LSB bit used for embedding a character 

 

Above figure shows Binary representation of color value as 10 

and highlighted LSB bit has value 0. After embedding, if it's 

changed to 1 then the color value becomes 11. So there can be 3 

possibilities like color value can be the same or it can decrement 

by one or it can be increased by one. By setting a threshold we 

can do embedding as per (2) and (3) in smooth and complex 

regions respectively. 

 

                                         (2)  

                                             (3) 

        

In 3 X 3 pixel, the first 8 bits of pixel are used to store Message 

Length (Li). Key (Ki) is stored starting from the 9th bit onwards 

with no specified limit, extended with actual Message(Mi) that 

can be stored upto last 256 bit. Separator ‘|’ is used at the end of 

the key to distinguish between the key and message bits. Hence 

payload is calculated as shown in (4),   

 

                                  (4) 

 

3.4. Pre-Processing 

To reduce the amount of data in probed images without affecting 

their structural characteristics for additional processing, Canny 

Edge detector is utilised. It processed through various stages like 

smoothing of an image, gradient calculation w.r.t x and y, non-

maxima suppression, two thresholding method and edge tracking. 

Step 1: Blurring of the image to remove noise by applying a 

Gaussian filter with standard deviation σ, the image is first 

smoothed as shown in Fig. 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Smoothing of an image 

 

Step 2: In an image having large gradient magnitudes are marked 

with strong edges with respect to both axes. Gradient magnitude 

is calculated by Euclidean distance as shown in (5), where gx and 

gy are gradients with respect to x and y. Direction of edges is also 

measured by angle theta and calculated as shown in (6). 

                        (5) 

                        (6) 

Following Figure 6 shows a gradient image with respect to x and 

y. 

 
Figure 6. Gradient-Magnitude Image 

 

Step 3: Make the gradient magnitudes "blurred" edges into 

"crisp" edges in the image. The edge strength of the current pixel 

should be compared to the edge strength of pixels in the positive 

and negative gradient directions as shown in Fig. 7(a). Preserve 

the value of the edge strength if the current pixel has the highest 

edge strength. If not, suppress the value. Fig. 7(b) shows sharp 

edges detected in sample image. 

 

 

 

 

           

  

 

 

 

(a)                                         (b) 

 
Figure 7.   Finding Edge Strength 

 

Step 4: The strength of the pixel is marked in step 3, filtered to 

find strong shaping edges by applying two thresholds.  Edge 

pixels larger than high thresholds are selected as strong whereas 

smaller than low thresholds are directly suppressed. Marking of 

edge pixels are shown in (7) where HT and LT represents High 

Threshold and Low Threshold respectively. 
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    (7) 

                   
Step 5: Final edges are determined by suppressing all edges that 

are not connected to a very certain (strong) edge. This edge 

tracking is shown in Fig. 8. 

               

 

 

 

 

 

 

   

 

Figure 8. Edge tracking 

 

Fig.9 is shows here canny edge detection of a sample input image 

after processing through the above five steps 

 

 

 

 

 

 

 

Figure 9.  Filtered image after applying steps 1-5. 

 

3.5 Descriptor generation 
Histogram of Line Relationship (HLR) descriptor 

defined in [1], is used to capture the relationship among the line 

segments after the preprocessing of the image. Visual features of 

such lines are represented using a feature descriptor where an 8 

block structure is used to capture the robust line relationship to 

extract the strong edges connecting to the central deployed line. 

This captured relationship is represented in a stream of numbers 

to distinguish it from others. As shown in Fig.10, blocks cover 

the left, right, upper and lower area and next four blocks are used 

to catch the lines which are close to the endpoints of the central 

line and cover the block borders. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10.  Descriptor covering 8 block boundaries 

 

Descriptor generation algorithm is given and the Fig. 11 shows 

the representation of the number stream of the generated 

descriptor is shown and white block shows a line segment in an 

8X8 block which is used for edge mapping. 

 

 

 

 

Algorithm: Descriptor Generation 

 

Get Edge details from Canny Edge Detection 

Edges={Pre-processed Edges} 

for each edge in edges 

{ 

        Check if edge block Bi is not visited 

        { 

        Check for surrounding pixels 

Add edge block Bi to Descriptor 

Descriptor += {edge point with surrounding 8X8 pixel} 

Mark that edge block Bi as visited 

        } 

} 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11. Bitwise Descriptor Generation Example 

 

3.6 Constraint Satisfaction 
  To select object boundaries, noisy edges should be 

removed by removal process. The elimination of noisy edges 

immediately leads to the selection of real edges. True edges 

should be forecasted using spatial or coherent restrictions to 

eliminate false matches. Here, instead of spatial the coherent 

constraints are used with proposed edge length based constraint 

where length is compared to its orientations and edges are picked 

as true matching if they meet the threshold value. 

 

3.6.1 Coherent Constraint 

In this work, edges are described by their line relationship in 

terms of a series of line segments; such a coherent relationship is 

defined in [1]. If two descriptor words appear on one edge of a 

sketch image, the corresponding descriptor words appear on one 

edge of the Real image. This coherency is calculated with 

constraint as per (8), 

 

      (8) 

 

Where Es represents words on one edge of Sketch image and Ep 

represents words on same edge of Real image. 

 

3.6.2 Edge Length Constraint 

The coherent constraint alone is not enough to filter the 

false matches as here transformation and scaling is not 

considered. Proposed edge length constraint works on location, 

direction and length of an edge by comparing with threshold it 

removes false matches. Equation (9) represents the count match 

of the constraint with respect to the set threshold and countMatch 

is calculated as, 
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(9) 

 

Where, SS is total edges in the sketch image and RS is total edges 

in the Real image. 

 

3.7 Extraction Process 
Extraction process is applied on encrypted image I’. 

Division algorithm is applied on encrypted image I’. Key is 

extracted through LSB bit and divides insertable area into smooth 

and complex regions. By considering non centred pixel compute 

the difference value till the key get retrieved. Message can get 

extracted from all three channels of real image. Mathematical 

formulation of extraction process is shown in [26]. 

4. Experiments and Results 

4.1 Dataset 

Three datasets can be used for performance evaluation of the 

proposed work: Hu[ ] given one dataset, Flicker 15K, are publicly 

available. Two more datasets, Caltech256 and Flicker 3M, 

generated by Wang.et.al.[1] can be used for evaluation here. As 

per requirement, the same dataset should be used for this hybrid 

model which is the combination of Data and Image retrieval. 

Therefore, Flicker 15K is found as a suitable dataset for this 

hybrid model. Dataset Flicker 15K contains 33 abject categories 

and approximately 10 sketches for each category. This dataset 

extended to 330 sketches as required as input images. Fig.12 

shows sample sketches from a used dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. Sample input sketches 

 

4.2 Implementation with Thresholds 

a) Pre-processing: It is carried out with the help of a canny 

edge detector here. Gaussian mask and sigma value used 

is 30 and 50 respectively.  Two thresholds are required for 

edge tracking. These two thresholds i.e. Low and High 

thresholds are set to 10 and 30 pixels respectively.   

b) Descriptor: The descriptor is designed to capture the line 

relationship, therefore considering the scaling factor we 

use the 64 pixels as a threshold to restrict the maximal 

length of line segments. 

c) Edge Length constraint: Edge Length based constraint is 

set to threshold value as 5 super pixels in proposed work. 

 

 

4.3 Parameters 

a) Descriptor size: The descriptor size is calculated by the 

size of the blocks, which is determined here as 8x8 blocks. 

b) Message Length: This parameter is used in the embedding 

process and also used in calculating the payload bits. 

According to message length the payload bits can vary. As 

in this framework we are using 8 bit representation of 

RGB color channels. Therefore, a maximum of 256 

characters can be stored in each channel. But while 

maintaining the grayscale invariance, here RGB values are 

the same. Hence 0-255 characters can be stored in the 

embedding process including message length value and 

message key. 

c) Feature Extraction: It is calculated by the average feature 

extraction time required by one image. The fair 

comparison of feature extraction cannot be given as 

descriptors are generated after message embedding. The 

average feature extraction time of one image with HLR 

descriptors after embedding is 0.38 seconds, which is still 

less if compared with GF-HoG without embedding, which 

takes 0.4 seconds. 

d) Memory Usage: Memory use is determined by the number 

of descriptors created and the amount of additional details 

saved. On an average, 2000 descriptors are generated for a 

single real image and 500 descriptors for sketch images in 

this framework. 

e) MSE: It is a measure of the quality and performance of an 

estimator. Here, it shows the mean of the square of 

difference between actual pixel value and estimated value 

and calculated as given in (10), 

 

        (10) 

where, M X N is size of image, I is pixel value of original     

cover image and I’ is pixel value of stego image 

 

f) Payload calculation: payload is calculated as shown in 

equation (4), where, n is no of bits. If message of 196 

characters (including key, message length and message 

itself) is to be stored and each character is stored with 8 

bits then payload is calculated as 196*8=1568 bits. Sample 

images from the data set with message length and its 

payload bits are shown in Table I. 

 

Table I. Sample data set categories with payload bits 

 

 

 

 

 

 

 

 

 

4.4 Evaluation Metrics 
4.4.1 PSNR: Peak Signal to Noise Ratio (PSNR) is calculated as 

shown in (11), where Max is calculated as 2n-1 here n=8. 

Therefore, Max is 255 for proposed work. Fig. 13 shows Payload 

vs PSNR representation for data set image categories. 

 

         (11) 

 

 

Sr.

No. 

Data set Category Message 

Length 

Payload 

Bits 

1 Architecture 19 136 1088 

2 Butterfly 123 984 

3 big_ben 131 1048 

4 Sunflower 161 1288 

5 Indian_arch 88 704 
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Figure 13.  Payload Vs PSNR performance on grayscale images 

 

PSNR values after vacating rooms and after recovery for sample 

dataset categories are shown in Fig. 14. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 14.  PSNR calculated after Vacating rooms and after Recovery 

 

 

4.4.2 Precision and Recall: Widely accepted evaluation 

metrics called Precision and Recall are used here for 

performance evaluation of image retrieval systems. Table 

II shows Precision and Recall calculation for sample 

images categories. Precision vs Recall curves are also 

plotted as shown in Fig. 15. Precision and recall of the 

retrieval system is calculated as follows, 

Precision = (Number of relevant and retrieved images) / 

Number of total retrieved images  

Recall = (Number of relevant and retrieved images) / 

Number of possible relevant images. 

 

Table II. Precision and Recall calculation for sample dataset categories 
 

Sr.

No. 

Data set Category Retrieved 

Images 

Relevant 

Images 

Relevant 

Retrieved 

Images 

Precision Recall 

1 fire_balloon 10 12 9 0.90 0.75 

2 Egypt_pyramid 11 13 9 0.82 0.69 

3 notre_dame_paris 13 14 10 0.77 0.71 

4 eiffel_tower 10 9 8 0.80 0.89 

5 airplane 10 12 9 0.90 0.75 
 

 
 

 

 

 
             

 Figure 15.  Precision Vs Recall curve 
 

4.4.3 Retrieval Time and Retrieved Images 

Average retrieval time required for image and data retrieval is 90 

seconds. Input sketch and output images of proposed retrieval is 

given in Fig. 16. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 16.  Retrieved matches for given sketch image 

 

5. Conclusion 

The proposed hybrid approach treats image retrieval with new 

angles by extending it with data retrieval with grayscale 

invariance throughout the process. HLR Descriptor used to 

capture the line relationships. Proposed edge length-based 

constraints are applied with coherent parts to capture high 

retrieval performance by filtering the false matches. To minimise 

the data loss during data hiding is provided by applying the 

Reversible Data Hiding technique through the grey version of the 
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image. This combination named as “Sketch-Based Image and 

Data Retrieval (SBIDR)” works efficiently and in terms of data 

and image extraction. The experimental results validate the 

efficiency of the proposed framework. 
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