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Abstract: The state-of-the-art misinformation detection techniques mainly focused on supervised learning approach, however, it requires 

a huge amount of labeled dataset resulting into manual efforts and delays in detecting misinformation. Thus, an unsupervised approach to 

misinformation detection is in demand. The researchers with unsupervised misinformation detection show average performance as they 

lack in generating important textual and user-specific features. Further, since the data in the real world is time- sensitive, a large amount 

of data is generated over a period of time and the models need to adapt to this newly arriving chunk of data. To tackle the above problems, 

the authors have proposed a first-of-its-kind unsupervised misinformation detection model using an incremental learning approach that can 

handle newly arriving data without needing to label the data. To evaluate the model's performance, the authors have used various metrics 

like silhouette score, purity, and importance of various features in cluster formation. The model showed a purity score of 0.92 % and 

average silhouette score of 0.57%. 
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1. Introduction 

Internet has evolved into individuals' primary source of 

information. It has gained popularity throughout the community as 

a result of its ease, viability, unlimited access, and affordable price 

[1]. Especially, online resources for health and medical 

information are abundant in the healthcare industry. It was found 

that while individuals browse the web for information about 

illnesses, infections, and their symptoms, doctors chose the web as 

a helpful information resource for medical practice, training as 

well as decision assistance. However, the accuracy and quality of 

the content that is made available online are not guaranteed. The 

credibility and accuracy of information are significant because 

they could cause misinformation to spread like wildfire. This 

pervasive misinformation has negative effects on every aspect of 

society, including individuals, businesses, the government, and the 

health system. The consequences of the false information are dire 

and could result in extinction [2], [3]. 

The researchers have developed models to detect misinformation 

using supervised learning techniques and have achieved great 

success. However, these models require a large amount of labeled 

data which involves manual efforts, and expert opinions and is a 

time- consuming process [4]. Thus, researchers have put in efforts 

to devise unsupervised approach-based models in the literature. 

For example, the authors of [5] proposed a method based on text 

content for unsupervised false news identification. This system 

ignored user information for news publications and used tensors to 

classify news according to its hidden content. The authors in [6] 

used transfer learning and semantic similarity technologies to 

determine whether the news was true, but they ignored the social 

context data. The authors of [7] proposed a method based on 

graphics that exploits user behavior to identify unsupervised bogus 

news, although this method ignores the textual substance of the 

news. Thus, it can be noted that considering textual as well as user-

specific features plays a crucial role in detecting misinformation 

with an unsupervised machine learning approach to improve the 

performance of the model. Another important concern is to deal 

with incremental data appearing in chunks at different intervals of 

time. Because the information in the real world is time-sensitive 

and newly emerging data must be adapted accordingly by the 

model, efforts are required to furnish the newly arriving data [3]. 

In misinformation detection using the supervised approach, this 

newly arriving data needs to be labeled before building the model. 

This requires a significant amount of human effort, expert 

opinions, and time resulting into delay in detecting 

misinformation. Therefore, an unsupervised approach with 

incremental learning can reduce the data annotation efforts and 

also adapt to newly arriving or changing data. 

To tackle above discussed problems, the authors in this research 

have proposed an unsupervised machine learning approach of 

misinformation detection with incremental learning. In this 

research, the authors have devised thirty textual and user-specific 

features and developed a module to compute feature importance 

using a k-means clustering algorithm and random forest classifier. 

Further, an unsupervised learning model is built using k-means 

forming two clusters. These clusters are updated in an incremental 

fashion using an incremental learning approach. This is achieved 

by dividing data into five different iterations and using Euclidean 

distance to map the newly generated cluster in the iteration with 

the original existing cluster. Following are the research 

contributions: 

1. To generate novel features that would improve the performance 

of the misinformation detection model with an unsupervised 
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approach. 

2. To develop a methodology to detect misinformation with an 

unsupervised machine learning technique to handle unlabeled data 

and also deal with newly arriving data over a period of time. 

3. To evaluate the performance of the proposed model.   

2. Related Work 

In this section, the authors have studied three related topics: 

misinformation detection techniques using unsupervised learning, 

different types of features, and incremental learning approach for 

misinformation detection.  

2.1. Misinformation detection using unsupervised learning  

The misinformation detection is a problem of classification, 

different machine learning classifiers like Logistic Regression, 

Random Forest, and Support Vector Machine can be applied to 

classify data into true or false. Recent research in misinformation 

detection related to COVID-19 focuses more on the supervised 

approach [8]–[11]. Although these supervised methods have 

produced encouraging results, a crucial restriction prevents them 

from being fully utilized: they need a previously labeled dataset to 

build the model [12]. In real life scenario, since the huge amount 

of data evolves over a period of time it becomes a tedious task to 

annotate this data. Therefore, efforts are required to propose 

unsupervised learning-based models that would work without 

labeled data [13]. 

According to the literature, researchers are keen on developing 

unsupervised learning-based models. In research [14], authors 

have used an unsupervised learning approach with K-means, Non-

negative Matrix Factorization (NMF), and Latent Discriminative 

Analysis (LDsA) algorithms for clustering. The experimental 

results showed poor performance of the K- means algorithm, this 

may be due to failure in extracting relevant features from the 

dataset as the authors have considered only TF-IDF features. LDsA 

algorithm showed better performance with an F1-score of 0.70. In 

another research, a temporal ensemble learning-based architecture 

with a convolution neural network was devised with a small 

annotated train dataset. Further, it combines the results of all prior 

epochs into a collective prediction that is anticipated to be more 

accurate than the unannotated inputs of unidentified labels. As a 

result, the labels deduced in this manner serve as an unsupervised 

training target [13]. In another research [4], authors have combined 

a Bi-directional GRU layer and self-attention layer with an 

autoencoder to detect fake news with an unsupervised approach. In 

a research, the semi- supervised expectation-maximization 

algorithm was used to detect rumors in Arabic tweets with content 

and user-based features. The results showed better performance 

than the Gaussian Naïve Bayes classifier [15]. Another study to 

detect political rumors on Twitter was based on an unsupervised 

clustering approach. In this study, similar clusters were combined 

into one cluster based on cosine similarity after tweets with the 

same URL link were grouped. The number of extreme users 

present in the cluster, along with a few rules, were used to detect 

rumors. The newly developed clustering process showed a recall 

score of 0.85 [16]. Thus, there are hardly a few researchers with 

unsupervised machine learning approaches using clustering 

techniques to detect false information. These methods have shown 

average performance and this is due to a lack of relevant feature 

extraction. Therefore, there is a pressing need to develop a cluster-

based unsupervised machine learning model with novel features to 

detect misinformation. 

2.2. Feature Extraction 

The misinformation detection using the machine learning approach 

requires the generation of features from the data to train the model. 

The dominant categories of such features are textual or content-

based, user- specific features, propagation-based features, and 

temporal and structural features [17]. In research [18], authors have 

engineered features like Part-of-Speech (POS) tagging, 

psycholinguistic features, and readability features to detect 

COVID-19-related misinformation. The features like Bag-of-

Words (BoW), Term- Frequency-Inverse Document Frequency 

(TF-IDF) [10], [11], [19]–[22], and Word2Vec are widely used to 

develop the model fake news detection [23]. Also, features such as 

linguistic, sentimental, TF-IDF, and medical words are extracted 

to detect healthcare-related misinformation. In another research, 

authors have used similarity features to map text title with the body 

of the text, or to perform fact-checking [24]–[26]. Extracting 

relevant features from the dataset improves the model 

performance. Therefore, in this research authors have generated 30 

different novel features in two categories viz. textual or content-

based and user-specific features based on the ReCOVery dataset. 

The list of all the useful features along with the description is 

displayed in Table. 

2.3. Misinformation Detection using Incremental Learning  

The traditional issue of detecting incorrect information or 

misinformation only takes into account the static nature of the data. 

Using methods like ensemble learning or incremental learning, 

researchers have identified these issues in the literature [27], [28]. 

For example, authors have used ensemble machine learning 

techniques to detect fake news using a convolution neural network 

[13]. In another research, authors have used classifiers like the 

random forest, extra tree, and decision tree along with the bagging 

approach to aggregate the outputs of the classifiers [29]. However, 

ensemble learning techniques are more suitable for sudden changes 

in data [25]. Whereas a model is not retrained on the entire dataset; 

instead, incremental learning (IL) algorithms iteratively learn 

knowledge from freshly arriving data without forgetting 

previously obtained knowledge. Thus, it is believed that the 

incremental learning strategy performs better in terms of efficiency 

and is better suited to handle gradual concept drifts [30], [31]. In 

the literature, authors have devised a novel incremental learning-

based veracity scanning model to detect and fact-check healthcare 

misinformation [25]. However, neither of these models have 

developed clustering-based unsupervised models using an 

incremental learning approach. Thus, there is a need to build an 

adaptive model that would combine an unsupervised approach 

with incremental learning to deal with newly arriving data to keep 

the data up-to-date and handle unlabeled data. 

2.4. Potential Research Gap 

1. According to the literature, there are only a few models related 

to the unsupervised machine learning approach showing average 

performance with k- means and alike clustering techniques. This is 

due to the lack of relevant feature extraction from the dataset. Thus, 

there is a pressing need to develop models that would extract 

relevant novel features and detect misinformation using an 

unsupervised machine learning approach. 

2. Although researchers have used incremental learning for 

misinformation detection using machine learning, it mainly 
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focuses on supervised machine learning models and does not deal 

with unsupervised models. Thus, there is a need to build an 

incremental model that is able to handle unsupervised data. 

3. Methodology 

3.1. Dataset Description 

An Unsupervised Misinformation Detection (UMD) model detects 

misinformation in healthcare web URLs using an incremental k-

means clustering algorithm. To build the model authors have used 

ReCOVery[32] dataset consisting of COVID-19-related URLs. 

The dataset was generated in August 2020 soon after the COVID-

19 pandemic with an aim to assist researchers in finding credible 

and non-credible web URLs. ReCOVery dataset consists of multi-

modal features like news ID, news URL, publisher, text, country, 

political bias, and news credibility. The dataset size consists of 

2029 URLs of credible and non-credible categories. 

3.2. Feature Extraction 

In this research, authors have extracted 30 different textual or 

content-based features and user-specific features from the 

ReCOVery dataset to build an unsupervised misinformation 

detection model. Table I lists the features extracted along with the 

description. To extract sentiment-related features viz. number and 

percentage of positive, negative, and neutral words, the total 

number of sentimental words and to compute sentence polarity, 

authors have used incremental sentimental Bag-of-Words (BoW) 

generated in the author's previous work. To extract topical features 

authors have used Latent Dirichlet Allocation Method (LDA). 

LDA is commonly used to identify various topics from the 

document and the corresponding number of words belonging to a 

particular topic. The authors have identified 10 different topics 

from the articles of the ReCOVery dataset. Another important 

feature is the readability index. Readability can help to identify the 

complexity of the text. Therefore, the authors have used 

Automated Readability Index (ARI) formula to compute the 

complexity of the text. This feature contributes efficiently to 

understanding the writing style and assists in identifying the stance 

of the article. Authors have also computed 4 features of Part-Of-

Speech (POS) tags. In user-specific features, authors have 

considered the country as a feature to find the country-wise 

percentage of misinformation spread. The reliability feature 

specifies the credibility of URLs. The reputation value is computed 

by checking the publisher and its reliability. This is achieved by 

computing the sum of the reliability value of articles per publisher. 

If the sum value of true or reliable articles is greater than false, then 

reliability is assigned as 1 otherwise it is assigned to 0. The dataset 

contains a field named political bias which is also considered a 

feature to identify misinformation. 

3.3. Finding Important Features 

Upon extracting the required features authors have identified 

important features using a combination of k- means clustering and 

random forest classifier techniques. In this, the authors have 

considered the dataset of 2029 URLs and extracted 30 different 

features as discussed above, and performed k-means clustering 

with the value of k=2, as detecting misinformation results in the 

binary classification of either true or false values. Further, two 

clusters are formed with their respective labels as target variables. 

Then authors mapped the unsupervised approach with supervised 

learning by passing these clusters to Random Forest Classifier 

(RFC) which ultimately resulted in individual feature scores. 

These individual feature scores are then sorted to find the most 

important features. 

3.4. Model Building 

The authors applied Elbow method to identify the ideal number of 

clusters for ReCOVery dataset. Although it resulted into value of 

k=3, authors had to force fit the model to have k=2, since 

misinformation classification results into either true or false. 

Further, the model building phase starts with fetching of URLs 

from ReCOVery dataset. Initially, authors have extracted Term 

Frequency-Inverse Document Frequency (TF- IDF) features for 

clustering. However, it didn’t not show promising results and inter-

cluster distance was too less. Next, for each URL 30 different 

features are extracted as discussed above and k-means clustering 

technique is executed. Further, Inter-quartile range is computed to 

remove the outliers. This resulted into clean data of 1181 URLs 

showing well-formed clusters. To evaluate the performance of 

model on incremental data, authors have splitted the data into train 

and test. Thus, 181 URLs are used for training and 1000 URLs are 

used for testing. The model was trained using 181 URLs. The test 

dataset is splitted up into five different iterations of 200 URLs 

each. In the first iteration I1 the features are extracted and model 

is built using k-means forming two clusters C1 and C2 

respectively. In second iteration I2, the feature values are updated 

to get latest data, and the clusters C1 and C2 are updated by 

computing Euclidean distance between a URL from I2 and a 

random URLs picked from cluster C1 and C2. Based on the 

smallest difference, the URL from I2 is appended to the respective 

cluster. The same process is repeated for remaining iterations I3 to 

I5. Fig. 1 displays the model architecture. 

4. Experimental Results 

 This section elaborates on the experimental results and its 

analysis. Fig. 2 shows the clusters updated during each incremental 

phase. It can be seen that cluster C1 consist of more URL than 

cluster C2 during every increment. Thus total 638 URLs are part 

of cluster C1 while 362 URLs belong to cluster C2. Fig. 4 shows 

the publisher status. It can be seen that 51% of publishers share 

more false information thus labelled as bad, while 40% publishers 

spread more true information hence labelled as good, and 9% are 

average publishers sharing mix of true and false information. 

According to Fig.6 it can be found that cluster C2 has more bad 

and average publishers compared to C1. Thus it can be said that 

cluster C2 more comprises of false URLs. While cluster C1 has 

more good reputation status, depicting it contains more number of 

true URLs. Fig. 5. shows feature results based on ARI values. It 

can be observed that per iteration cluster C1 shows higher ARI 

value which means that cluster C1 contains more number of well 

written articles than cluster C2. Thus, it can be said that cluster C2 

contains more false information spreading articles with lower ARI. 

From Fig. 3 it is clear that the percentage of misinformation in 

cluster C2 is high in every iteration than in cluster C1. Further, 

Fig.7 shows the country-wise percentage of misinformation with 

Iran having highest number of articles spread misinformation. 

Fig.13 shows the topical distribution among the clusters. It is 

observed that cluster 2 has high contribution of all the topics. 

However, Topic 3 has higher value in cluster C2 than in cluster C1. 

The Topic 3 contains words like ‘death’, ‘infection’, ‘COVID’, 

‘outbreak’, etc. This also states that cluster C2 is more towards 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2022, 10(4), 728–735 |  731 

0

200

400

600

C1 C2

C
o

u
n
t 

o
f 

U
R

L

Cluster

Increment 2

Increment 1

0

200

400

600

800

1000

C1 C2

C
o

u
n
t 

o
f 

U
R

L

Cluster

Increment 3

Increment 2

Increment 1

0

200

400

600

800

1000

1200

1400

C1 C2

C
o

u
n
t 

o
f 

U
R

L

Cluster

Increment 4

Increment 3

Increment 2

Increment 1

0

500

1000

1500

2000

2500

C1 C2

C
o

u
n
t 

o
f 

U
R

L

Cluster

Increment 5

Increment 4

Increment 3

Increment 2

Increment 1

containing false URLs. Also, from Fig 8 and Fig.9. It is understood 

that the average positive count is more in cluster C1 and average 

negative count is higher in cluster C2. The silhouette score 

represent correctness of the cluster formation. The silhouette score 

near 1 means that the clusters are accurately formed. Fig. 10 shows 

the silhouette score based on various distance measures. It is 

observed that Euclidean, Squared Euclidean, Chebychev and Chi 

square measures has silhouette score near to 0.57 depicting average 

cluster formation. Same is the case with incremental learning as 

shown in the Fig.11. Fig.12 displays the word cloud of topic based 

features. This includes all the words from ten different topics 

identified by LDA technique. Fig.14 & Fig.15 displays the top ten 

important features identified using proposed technique of feature 

importance. It can be seen that in cluster C1 character count is 

found to be crucial with the highest score followed by ARI, topic 

3, reputation, and positive count. Similarly, cluster C2 character 

count has the highest value followed by the positive count, 

negative count, ARI, and topic 3. Thus the findings state that 

cluster C1 contains a large number of true URLs while cluster C2 

has more number of false URLs. Table II displays the time taken 

for each iteration using incremental k-means and simple k-means 

algorithms. It can be seen that the incremental learning model 

outperformed the simple k-means algorithm showing results less 

time of 12ms to 23ms for five different iterations whereas the 

simple k-means algorithm showed a high execution time of 

between 22ms to 37ms for five different iterations. The value of 

purity score for the proposed model is 0.92. According to the 

literature, authors from [1], [2] have used clustering technique for 

unsupervised misinformation detection, however they didn’t 

receive promising results whereas the proposed unsupervised 

detection method showed better results in terms of purity with 

0.92% and silhouette score of average 0.57%.  

 

 

Figure 1. demonstrates the architecture of proposed model  
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Figure 2. Incremental updating of clusters in five iterations 

 

Table 1. List of features used to detect misinformation using unsupervised learning approach 

Sr. No. Category Feature Name Description 

1  

 

 

#characters Total number of characters 

2 #words Total number of words 
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3  

 

 

 

 

 

 

 

Text or content 

based features 

#sentences Total number of sentences 

4 ARI value Readability index value 

5 #sentimental words Total number of sentimental words 

6 #positive words Total number of positive words 

7 #negative words Total number of negative words 

8 #neutral words Total number of neutral words 

9 %positive words Percentage of positive words 

10 %negative words Percentage of negative words 

11 %neutral words Percentage neutral words 

12 sentence polarity Sentiment based sentence polarity score 

13 #nouns Number of nouns 

14 #pronouns Number of Pronouns 

15 #verbs Number of Verbs 

16 #adjectives Number of adjectives 

17 #Topic 1 words Number of words in Topic 1 

18 #Topic 2 words Number of words in Topic 2 

19 #Topic 3 words Number of words in Topic 3 

20 #Topic 4 words Number of words in Topic 4 

21 #Topic 5 words Number of words in Topic 5 

22 #Topic 6 words Number of words in Topic 6 

23 #Topic 7 words Number of words in Topic 7 

24 #Topic 8 words Number of words in Topic 8 

25 #Topic 9 words Number of words in Topic 9 

26 #Topic 10 words Number of words in Topic 10 

27  

User-based  

Features 

Country Numeric value for 6 different countries 

28 Reliability value Boolean values for reliability 

29 Reputation value Boolean value for reliability 

30 Political bias Numeric value for 5 different political bias 

  

 

 

 

 

Figure 3. Cluster-wise percentage of misinformation 

 

 

 

 

Figure 4. Publisher status analysis 

 

                      

 

 

 

 

 

 

                      

 

 

                     

 

                      
Figure 5. Cluster-wise ARI Analysis 
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        Figure 6. Cluster-wise reputation analysis 

 

       Figure 7. Country-wise misinformation detection 

 

Figure 8. Cluster-wise negative sentiment analysis  

 

     Figure 9. Cluster-wise positive sentiment analysis 

Figure 10. Silhouette score based on distance measures                    

    Figure 11. Silhouette score with incremental learning 

 

 

Figure 12. Word cloud of topical features 

 

Figure 13. Cluster-wise topic analysis 
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Table 2. Execution time analysis using k-means  and increment k-means 

approach 

Iterations Incremental K-Means K-means 

I1 12ms 22ms 

I2 14ms 25ms 

I3 17ms 29ms 

I4 22ms 33ms 

I5 23ms 37ms 

 

Figure 14. Cluster C1 top-ten important features 

 

 

Figure 15. Cluster C2 top-ten important features 

5. Conclusion 

In this research authors have proposed a novel methodology of 

using the unsupervised and incremental learning-based approach 

for misinformation detection in the healthcare domain. Also, 

authors have identified novel features based on ReCOVery dataset 

and proposed a technique to compute feature importance using a 

combination of unsupervised and supervised machine learning 

approach. The experimental results showed average cluster 

formation with silhouette score of 0.57. It was observed that newly 

built user-specific features like reputation, political bias, country, 

and textual features like ARI and Topic 3 have contributed in the 

top ten features in cluster formation.  

In the future author wants to develop a new clustering algorithm 

using an incremental learning approach to detect misinformation 

and compare the performance of the model with this research work. 
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