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Abstract: For cloud computing service providers, one of the largest problems is to maintain good service standards for resource 

allocation and distribution. The multitenant use of cloud resources with the help of cloud services is one of the most essential utilities in 

the current period of the technological world. End-user resources should be available with minimal administration and an efficient 

resource allocation strategy must be developed to avoid scenarios of overprovisioning or under provisioning of resources for handling big 

data streams. Clients want to keep their costs down, while cloud providers want to get the most out of their existing infrastructure while 

minimising the need for any new upgrades and provide service with minimum delay. Resource providers can take advantage of the 

elastic infrastructure provided by cloud computing to obtain streaming capabilities that precisely match demand of users. The amount of 

cloud resources allocated to users is billed to them. Cloud resource selection has been pioneered by the growing requirement to extract 

knowledge from massive data streams. The existing methods of resource allocation are dependent on the properties of the data 

themselves. Despite this, due of the random nature of data generation, it is impossible to predict the features of data in massive data 

streams. This presents a challenge in selecting and assigning resources to the stream of large data. This work presents a system that 

anticipates data qualities such as volume, velocity, variety, variability, and truthfulness in order to go in that direction. The proposed 

model considers weather forecasting data and classifies it as multiple tasks and resource allocation is performed for big data processing. 

The weather forecasting historical data is used by a set of server groups to assign distinct users jobs to the most trustworthy dynamic 

resources with less delay.This work presents an effective Balanced Prediction based Resource Allocation for Weather Streaming Data 

processing using Metadata (BPRA-WSD-MD). The proposed model takes weather forecasting streaming data as input and then divides 

the data into multiple jobs based on the historical weather report and performs the job execution done successfully by accurate resource 

allocation model. The proposed model is compared with the traditional models and the results represent that the proposed model 

performance levels in resource allocation is accurate. 
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1. Introduction 

The term big data refers to a gathering of large amounts of semi 

structured and unstructured information to be processed by 

current data processing platforms [1]. Big data might be in the 

terabytes, petabytes, or zettabytes range in size [2]. The 

problem is that it is impossible to define clear thresholds for the 

volume of big data because it is a qualitative phrase. Due to 

increased storage capacity, it is possible that the volume of data 

that characterises big data [3] now may not satisfy the criteria 

in the future. Unstructured datasets may be termed huge data of 

a given size, whereas the same size structured dataset may not 

qualify [4]. As a result, the concept of big data has expanded 

beyond the volume of data to include other characteristics such 

as diversity and velocity [5]. Having a wide range of data kinds 

is known as diversity. Sensors, actuators, financial activities, 

social networks, other smart objects contribute to data diversity 

by capturing text, image, audio, even video data [6]. There is a 

large amount of data in an unstructured form. However, due of 

its rapid pace of generation, even a modest amount of data can 

be termed big data. There are no fixed data velocity thresholds 

because of these issues.  
There are additional characteristics of big data, such as validity, 

variability, value, and visualisation in addition to volume, 

variety, and velocity. In IBM's coining of the term "veracity," 

they were referring to the unreliability of some data sources. 

Most big data comes from social media, corporate transactions, 

stock markets, weather forecasting centres and cyber-physical 

systems [7]. Big data is constantly being generated by these 

apps all around the world. When data travels so quickly that it 

cannot be stored in its whole, it is considered as streaming data 

that updates regularly [8]. When the application requires 

immediate response to data, it is also considered streaming data 

[9]. For instance, data is generated at a very high rate via social 

media or by weather forecasting centres. All of the above-
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mentioned key sources of data can be thought of as large data 

in this context. 

Knowledge extraction from massive amounts of data is both 

necessary and difficult. A cloud-based solution is required 

since it goes beyond the limits of traditional on premise 

solutions [10]. The selection of the best number of cloud 

capabilities for each user requests has arisen as a critical 

difficulty the with growth of data on cloud [11]. In addition, the 

need for real-time analysis of large data streams makes it even 

more critical to choose the right resources [12]. In order to 

achieve this goal, it is proposed that two methods for 

identifying acceptable resources should be used. Users can pick 

and choose which resources to employ in the first method. The 

user must be familiar with the data's qualities in order to make 

such an allocation [13]. When dealing with large amounts of 

data, the user may opt for a larger memory capacity, a more 

powerful GPU, or a greater processing power to accommodate 

the increased speed and variability [14]. As a result, the user's 

level of knowledge dictates the resources availability. 

Furthermore, even if the user has sufficient expertise, it is vital 

for them to be familiar with data characteristics [15]. However, 

the properties of an incoming big data streams are often 

unpredictable due to the dynamic nature of data production 

from multiple sources [16]. Because of this, selecting cloud 

resources by hand isn't the best option for handling large 

amounts of data that will increase the load on the cloud system 

because of lack of resources or with inefficient resource 

scheduling models. The cloud resource pool and VM that are 

allocated with the tasks are shown in Figure 1. 

 
Figure 1: Resource Pool and VM with Tasks 

 

At some points in time, forecasting models can anticipate what 

the weather will be like using a computer programme [17]. 

Modern forecasting models use Numerical Weather Prediction 

Analysis (NWPA), which is defined as a system of reduced 

equations used to regularly revised in atmospheric conditions. 

Cloud computing gives scientists new alternatives for data 

processing and modelling simulations by utilising cloud-

deployed software, information sharing and collaboration 

system, and cloud-based computer resources [18]. Using IaaS 

concepts to improve regional numerical weather prediction, this 

research examines cloud terminology relevant to the 

meteorological community [19]. Because developing countries 

may not have access to conventional supercomputing facilities, 

they are given special attention. Depending on the layout of 

Amazon Elastic Compute Cloud (EC2) resources, regional 

weather simulations cost $40 to $75 each 48-hour forecast. 

Cloud service providers can benefit from reliable forecasting of 

future demand for a cloud resource by using historical data 

trends. With dynamic scaling of cloud resources, predicting 

resource demand is essential to reaping the benefits, such as 

cost reductions and optimal energy consumption [20]. 

Data for training and testing are essential in any machine 

learning task. The data created by any online application is 

always random, but when associated to calendar features, they 

tend to indicate a general trend and seasonality in most 

circumstances. We may need to add current data to historical 

data if fundamental changes in the system being predicted that 

make previous data less valuable [21]. In this scenario, we can 

improve our model while keeping usable data for a longer 

period. Attempting to predict the future based on the past is an 

example of extrapolation in a weather forecasting problem. 

Models are built for the given data, and then used to fit further 

data that is not within that range. The model needs to be fine-

tuned if we receive a new forecast that alters previously-known 

data, which is another consideration when making a weather 

forecast [22]. It should be also considered that predicting over a 

longer period of time is prone to error. This research propose a 

Balanced Prediction based Resource Allocation for Weather 

Streaming Data processing using Metadata for efficient 

resource scheduling. 

 

2. Literature Survey 

The term big data was coined by Rayet al.[1] and has since 

been traced back to a variety of origins. A big data era has 

begun as a result of the explosion of data generated by 

applications like social networks, e-commerce transactions, 

mobile app, cyber-physical system and IoT. Big data is gaining 

some traction as a result of this spike in popularity. There have 

been numerous summaries of the current state of big data 

analysis by a variety of authors. With the use of cloud 

computing, big data analytics may be made more efficient. That 

cloud provides essential support for big data and analytics by 

leveraging multiple processing and storage resources supports. 

Nayak et al.[3] claimed that cloud-based big data are on the 

rise. They said that one of the most difficult aspects of working 

with large amounts of data is figuring out which methodologies 

and cloud resources to use. Tarafdar et al. [5] proposed that the 

appropriate number of cloud services should be decided prior to 

the commencement of a project's actual implementation. It was 

as a result that the field of cloud resource prediction and 

provisioning gained prominence. In spite of this, research on 

scheduling large data applications is still lacking. For big data 

applications, dynamic resource provisioning is a difficult 

problem to solve. Peng et al. [6] suggested a number of 

research directions for real-time, global, dynamic, adaptive, and 

multi-objective programming of big data applications.  

Fatima et al. [8] stated that for smoother scaling performance, 

users need to employ the proactive technique of anticipating 

resource metrics and using it to provision future cloud 

resources in order for load balancing. Support Vector Machine 

(SVM), Neural Networks (NN), and Linear Regression (LR) 

were all discussed by Khodak et al. [10]. The SVM was found 

to be the most effective method for ML, and it was 

recommended. New approaches to resource burden prediction 

based on previous consumption patterns were discussed in the 

model proposed by Yin et al. [11] Dynamic resource allocation 

has a lot of overhead in terms of responsiveness, setup time, 
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etc. Scaling overhead can be reduced if the system can forecast 

and adapt to the incoming execution task needs, according to 

the work done by Agarwal et al.[12]. They developed a pattern 

matching algorithm based on similar characteristics of online 

traffic to identify patterns most closely related to resource 

utilisation metrics in the cloud's historical data. This method, 

however, has few drawbacks because it incurs a computational 

cost every time a search for similar patterns in the historical 

data is conducted. Overfitting, on the other hand, is something 

we want to avoid at all costs.  

Lu et al. [14] suggested a method for forecasting virtual 

machine resource requirements based on projected application 

workloads. To anticipate the resources needed for applications, 

Patel et al. [17] employed Artificial Neural Networks (ANN) 

and Linear Regression (LR). In contrast to ARIMA, which 

relies on the complicated representation of time series and 

ANN-based algorithms to effectively predict, simpler 

techniques such as linear regression can yield predictions 

faster, but they also need that metrics have more 

straightforward behaviour. According to Chen et al. [18], a 

time series-based model can be used to efficiently to retrieve 

present action from centre workloads. Because of the non-

stationarity element in time series data, users agree to use 

ARIMA prediction for the architecture and compare it with 

machine learning-based neural network model in order to 

increase predictive model's applicability. 

Gurleen et al. [23] emphasised that the resource scheduler has a 

significant impact on big data applications. According to their 

research, the best routing protocol can be identified under 

certain circumstances. When it comes to scheduling big data 

solutions over dispersed clouds, Laili et al. [24] suggested a 

quality of the service architecture. Big data began to flow in 

continuous streams as the Internet became more widespread 

and widely used. The issue of extracting meaningful insights 

from massive amounts of data is widely acknowledged. Big 

data streams can be mined using a variety of algorithms and 

strategies described by various authors. Big data streams can be 

collected, integrated, analysed, and visualised in real time using 

the provided algorithms. Despite this, resource scheduling for 

massive data streams has received less attention than it should.  

It was proposed by Kavitha et al. [26] that a graph-based 

strategy be used to efficiently manage the resources stored by 

stream processing tools. A strategy for processing data streams 

in such a way that the cloud provider's profit is maximised. 

Using a priority-based approach, Vahidi et al. [27] devised a 

strategy for handling multimedia data. Motlagh et al.[31] used 

Markov chains to accurately anticipate the volume of big data 

and then assigned node for data processing in accordance with 

their findings. In addition to the Vs of big data and resource 

allocation, the approach does not take into account another Vs 

of massive data. 

 

3. Proposed Model 

Many services can be supported by cloud computing's vast 

compute, storage and network capabilities [23]. Besides being 

able to access resources and services at any time and from any 

location, users can also increase or decrease the number of 

resources they use to optimise their applications' performance 

or reduce their overall costs. Cloud resource requests are 

becoming more diverse, sporadic, and sudden as a result of the 

rise of artificial intelligence and machine learning [24]. For a 

high number of abrupt resource requests, the current cloud 

allocation of resources methods can't ensure timely and optimal 

resource allocation. While cloud service providers are more 

concerned with how to manage the huge resources and enhance 

resource utilisation, users give greater attention to the timing 

and optimization of their emergence resources and demand that 

can ensure their applications' performance. These objectives 

necessitate an effective means of allocating resources [25]. 

Based on quantity, velocity, variety, validity, and variability, 

the suggested system tries to distribute suitable resources to 

huge data streams. Data from a large number of weather 

forecasting historical data sources are processed on the cloud to 

produce desired results for accurate future weather predictions. 

Here, it is observed that the big data stream of historical 

weather data is made up of a wide range of data items. The 

suggested system selects relevant resources for studying a 

cloud stream made up of multiple weather task items. The 

suggested system utilises two modules, namely the Task 

Scheduling and the Resource Management to predict weather 

forecasting based on historical data. The proposed model 

framework is shown in Figure. 

 

 
Figure 2: Proposed Model Framework 

 

In large-scale distributed systems, such as cloud computing, 

resource provisioning is critical. More than one system for 

allocating resources to ensure high levels of service quality 

used pre-emptive resource allocation. A lack of resources for 

high-priority requests can be alleviated by delaying or 

cancelling lower-priority leases or jobs to free up the resources 

needed for the higher priority requests. This paper briefly 

discusses how to effectively allocate processing resources for 

weather streaming data on the basis of balanced predictions. 

Using taking weather forecasting streaming information and 

dividing it into several jobs based on past weather reports, our 

suggested approach successfully conducts task execution by an 

accurate resource allocation model. 

Algorithm BPRA-WSD-MD 

{ 

Input: Weather Data as Tasks for numerous server groups. 

Output: Weather Prediction Set based on Historical data 

experiences. 

Step-1:Create a set of tasks that are divided from the historical 

weather forecasting data and then assign the tasks to the virtual 

machines. The tasks are listed in the job queue as 

Task-List[N] = {T1, T2, …………. , TM} 
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 Step-2: The resources which are provided by the cloud service 

provider are allocated with the digital identities (Resource 

Digital Identity-RDI) for handling and revoking them 

accurately for effective resource scheduling. The resource 

identity allocation is done and maintained as a set in the 

resource pool as 

RDI = {Res1:RDI1 , Res2:RDI2, ………… , ResN:RDIN} 

Step-3: The tasks that are divided from the weather historical 

data are calculated with the total processor utilization time 

based on the length of instructions. The processor utilization 

time levels of each task is calculated as   

  

)(

))((max)((max

)(

)((_
)]([Pr 1

1

1 )

Tsizeof

iVMtasksThiTlen

VMsize

TsizeoflenTask
NTUtilocess

N

i

N

i

N

i T 



 =

=

=
++

+
+

=−

       

Step-4: The required number of resources for execution of a 

task is calculated and the resources are scheduled from the 

resource pool. The required number of resources for each task 

varies depend on the processor utilization time and length. The 

resource requirement is calculated is performed as 


=


=


=

−
+

+

−+

=
N

i
N

i

Length

i

N

i

iVMTaskAlloc

VMMaxLimit

iTsizeof

TiVM

iTUtilocessTlenTask

NTqs
1

1

1

))((

))(

))((

))max()(

))((max(Pr)(_

])[(Re_Re

 

Step-5:Based on the resource requirements of tasks, the 

resources are allocated to the tasks that are allocated to a virtual 

machine group. The resources are allocated from the resource 

pool that can be tracked using the RDI. The resource allocation 

is performed as 
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Step-6:The historical data is analysed based on the tasks that 

are allocated to the VMs. The data is considered and weather 

forecasting models are stored in the localized set for further 

utilizations. The localized set is generated as 
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Step-7: The resource balanced prediction is applied on the 

localized set for scheduling the resources to all the weather 

historical tasks so that the localized set will be updated for 

accurate weather predictions. The resource balanced prediction 

allows to reduce the load on the network by avoiding delay in 

the VM group. The resource balanced prediction is done by 

allocating the resources uniformly to the tasks for weather 

predictions. The balanced prediction is performed as 
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Step-8: The weather data load prediction on the VMs are 

calculated and then the resource utilization levels are observed 

based on the load. The load prediction on a VM is calculated as 
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Step-9: The further weather forecasting predictions can be 

done using the localized set and the prediction set is generated 

based on the historical weather data analysis as. 
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4.  Results 

As a consequence of climate change and other climatic 

abnormalities, extreme weather conditions are becoming more 

common in many nations, resulting in significant damage and 

death. Conventional weather forecasting systems can't provide 

predictions for such wide areas over such a long timescale, thus 

they're useless in this situation. Localized sensors linked to 

cloud computing can deliver real-time forecasts for tiny 

locations in numerous weather prediction systems. There are 

many types of time series data, but the most common is 

referred to as a Weather based Time Series Data. If we apply 

this definition to our case, we may say that a weather time 

series data is one in which the observations are made at regular 

intervals of time (TI = t1, t2, t3,..., TN). We have high-

frequency data at regular intervals in time, whereas most time 

axes are uniformly spaced across a period of hours, days, or 

even years, which are referred to as low-frequency data. 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2022, 10(2s), 81–87 |  85 

The proposed effective Balanced Prediction based Resource 

Allocation for Weather Streaming Data processing using 

Metadata (BPRA-WSD-MD) is implemented in cloud 

simulator and the proposed model considers the weather 

forecasting historical data from the link 

https://www.kaggle.com/mahendran1/weather-data-in-india. 

The proposed mdoel is compared to the traditional Resource 

Allocation Based on Predictive Load Balancing Approach in 

Multi Cloud Environment (RA-PLB-MCE) Model. The 

proposed model is compared with the traditional models in 

terms of Historical data analysis time levels, Resource ID 

allocation Accuracy levels, Task Classification Time Levels, 

Resource Allocation Time Levels, Resource Failure Handling 

Accuracy Levels, VM migration and resource handling 

accuracy levels, Resource Utilization Prediction accuracy 

levels, Task-Resource Scheduling Accuracy Levels, Weather 

Forecasting Accuracy Levels. 

The study of weather behaviour over a specific period of time 

is called historical weather data analysis. When discussing the 

many diverse aspects of the weather conditions, the predictions 

can be done. A statistical edge can be identified and built for 

active prediction by analysing previous data. The historical 

weather data analysis time levels of the proposed and 

traditional models are shown in Figure 3. The proposed model 

in less time can analyse the historical data that can be used for 

further predictions. 

 
Figure 3: Historical Data Analysis Time Levels 

 

The proposed model initially registers all the resources that are 

in the resource pool for effective scheduling to the weather 

tasks. Based on the resource registrations identities, the 

resources are further allocated to the tasks for execution. The 

resource identity allocation of the proposed and traditional 

models is shown in Figure 4. 

 

Figure 4: Resource ID Allocation Accuracy levels 

 

In cloud computing, scheduler is the key issue that impacts the 

system performance. An effective task-scheduling method is 

required to increase system performance. Existing task-

scheduling methods concentrate on the needs of task-resources, 

CPU memory, implementation time and cost. Task scheduling 

refers to the process of selecting which task will take up the 

most processor time. The order in which the tasks are 

completed may be determined by their importance and time of 

execution. The proposed model allocates the resources based 

on task execution time. The task classification time levels of 

the proposed and traditional models are shown in Figure 5. 

 
Figure 5: Task Classification Time Levels 

Asserting and managing resources in accordance with an 

organization's strategic goals is known as resource allocation. 

The term resource scheduling refers to the process of allocating 

resources among cloud users in accordance with a set of rules 

and regulations. Cloud computing relies on a fundamental 

technology called resource scheduling, which is used to 

manage resources. The resource allocation time levels of the 

proposed and traditional models are shown in Figure 6. 

 
Figure 6: Resource Allocation Time Levels 

When the resource detracts from its typical course of operation 

without meeting the requirements of the task, resource failure 

results. The resource failure will the tasks enter into waiting 

state and delay the execution. The proposed model effectively 

handles the failed resources and allocates new resources to the 

tasks. The resource failure handling accuracy levels of the 

proposed and traditional models are shown in Figure 7. 

 
Figure 7: Resource Failure Handling Accuracy Levels 

The process of migrating a virtual machine from one real 

hardware configuration to another is known as virtual machine 

migration. It's an aspect of hardware virtualization management 

and a consideration for service providers who offer 

virtualization. The VM migration and resource handling 

https://www.kaggle.com/mahendran1/weather-data-in-india
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accuracy levels of the proposed and traditional models are 

shown in Figure 8. 

 
Figure 8: VM migration and Resource Handling Accuracy 

Levels 

Optimal resource provisioning necessitates the use of a 

resource use prediction method. In a dynamic resource usage 

environment, it's difficult to make precise predictions. The 

proposed model predicts the resource utilization levels 

efficiently for task execution. The resource utilization 

prediction accuracy levels of the proposed and traditional 

models are shown in Figure 9. 

 
Figure 9: Resource Utilization Prediction Accuracy Levels 

 

The resources are balanced among the tasks in the queue to 

avoid delays in the cloud environment. The resources are 

allocated to the tasks with balanced levels such that not tasks 

should wait for lack of resources and the execution should be 

effective. The Task-Resource balancing accuracy levels of the 

proposed and traditional models are shown in Figure 10. 

 
Figure 10: Task-Resource Balancing Accuracy Levels 

Assessment and analysis, extrapolate to determine the future 

condition of the environment, and prediction of specific factors 

all go into making a weather forecast. The proposed cloud 

environment considers historical weather forecasting data and 

considers them as tasks and perform resource allocation for 

execution for accurate weather predictions. The weather 

forecasting accuracy levels of the proposed and traditional 

models are shown in Figure 11.

 
Figure 11: Weather Forecasting Accuracy Levels 

 

5.  Conclusion 

With a real-time dynamic solution, it is possible to predict the 

volume, velocity, variety, variability, and truthfulness of big 

data streams in real time. The use of these 5Vs makes it 

possible to dynamically distribute cloud resources to large data 

streams. Software, data sharing and collaboration systems, and 

the utilisation of cloud computing infrastructure for data 

processing models are all new options for the scientific 

community in cloud computing. Using infrastructure as a 

service (IaaS) concepts as a foundation for regional numerical 

weather prediction, this research proposed a dynamic resource 

allocation model for weather predictions where weather 

historical data is provided as tasks and these tasks are allocated 

with resources for completing their execution for predictions. 

The load in the server groups need to be monitored frequently 

to avoid delays and failures of VMs. High-performance 

computing principles in the meteorological industry and in 

particular numerical weather prediction are easily aligned with 

cloud-based support for IaaS.  This research presents an 

effective Balanced Prediction based Resource Allocation for 

Weather Streaming Data processing using Metadata. The 

resource scheduling is done effectively avoiding load on the 

cloud environment. In future, the power consumption can be 

considered as a factor that can be reduced in the cloud 

environment during resource utilization to improve the system 

efficiency. 
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