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Abstract: Cloud computing technology has become a crucial component of IT services utilized in daily living in this era of technology. 

Website hosting services are gradually migrating to cloud in this regard. This increases the value of cloud-based websites while also 

creating new risks for those services. A severe threat of this nature is DDoS attack. This research propose novel technique in cloud based 

DDOS attacks using machine learning architectures. here the input has been collected based on cloud module and it has been processed 

for dimensionality reduction and noise removal. Then this data feature has been extracted and classified using ResNet-101 based KELM. 

The experimental analysis has been carried out in terms of data delivery ratio, transmission rate, validation accuracy, training accuracy, 

end-end delay. the proposed technique attained data delivery ratio of 92%, transaction rate of 82%, validation accuracy of 89%, training 

accuracy of 96%, end-end delay of 56% 
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1. Introduction 

A form of Internet-based computing known as "cloud computing" 

offers a shared pool of resources, including memory, processing 

power, network bandwidth, and user applications. These 

resources can be quickly and inexpensively made available to end 

users over the Internet [1] upon request. Three methods—

Software-as-a-service (SaaS), Platform-as-a-Service (PaaS), and 

Infrastructure-as-a-Service—are used to group cloud computing 

services. (IaaS). It can also be used as a hybrid cloud or as a 

private, public, or community cloud. One of the main problems 

this technology is now facing is a lack of businesses eager to fully 

adopt the cloud. An aggressive attack called a DDoS can 

seriously disrupt cloud servers. The phrase "Denial of Service" 

(DoS) was first used by Gligor in relation to operating systems, 

claims [2], but it has subsequently gained widespread usage. A 

distributed denial of service (DDoS) assault is a coordinated DoS 

attack that uses multiple computers to target a single victim. Main 

goal of this research is to apply ML to identify DDoS attacks. 

Literature has addressed the issue of attack detection using 

machine learning methods before. While anomaly detection can 

identify new and unknown assaults, signature detection 

approaches are successful against established attacks (zero-day). 

Attack-generated data flow has an erratic condition. Due to this, 

DDoS assaults are simple to launch, complex to detect and trace, 

and so on. DDoS assaults have also emerged as one of the main 

dangers to network security [3]. 

2. Related Works 

There are various machine learning methodologies accessible. 

The application of ML in CC is covered in certain review 

publications [4]. The authors of [5] use self-adaptive evolutionary 

extreme learning to find DDoS attacks. The technique contains 

two key components, namely the automatic recognition of the 

neurons in hidden layer as well as identification of optimum 

crossover operator. Experimental findings are used to test the 

suggested strategy and indicate enhanced accuracy. DDoS 

assaults are detected in Software Defined Networks using a 

different method provided in [6]. (SDN). For real-time DDoS 

attack detection, the authors used DNN. According to 

experimental findings, this approach detects DDoS attacks more 

accurately, faster, and with less resource use. In [7], authors 

compared various machine learning techniques for identifying 

DDoS assaults. According to experimental findings, RF more 

accurately identifies DDoS attacks. In a different study, scientists 

choose the most pertinent characteristics for DDoS attack 
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detection using [8] correlation, data gain, and relief feature 

selection technique. To detect attacks, they employed a deep 

belief network model. The CICIDS 2017 assaults dataset serves 

as the basis for the experiments. The suggested method shows 

99.37% accuracy in recognising attacks of the usual class and 

96.67% accuracy in detecting DDoS attacks [9].Work [10] 

created a methodology that identifies DDoS assaults in SDN in 

order to identify all DDoS attacks. 

3. System Model 

This section discuss novel technique in cloud based DDOS 

attacks using machine learning architectures. here the input has 

been collected based on cloud module and it has been processed 

for dimensionality reduction and noise removal. Then this data 

feature has been extracted and classified using ResNet-101 based 

KELM. The proposed architecture is represented in figure-1. 

 

Figure 1. Overall proposed architecture 

Dataset preparation. This step involves storing normal and 

flooding attack traffics in a SQL database that has a single table 

with following fields: the number of packets, the number of 

bytes, the number of packets A-B, the number of bytes B-A, the 

number of packets B-A, the number of bytes B-A, the duration, 

the bps A-B, and the bps B-A.  

ResNet-101 based KELM in feature extraction and 

classification: 

Comparatively speaking to other CNN architectures like VGGnet, 

ResNets are simpler to train. A 50,101-layer ResNet, for instance, 

is 8 times deeper than a VGGnet yet remains less complex and 

trains more quickly. Additionally, 3.6 billion multiply-add 

operations are found in a 34-layer ResNet, compared to 19.6 

billion in a 19-layer VGGnet. Extremely deep networks are 

known to exhibit overfitting and accuracy saturation. As a result, 

ResNets performs tasks like picture segmentation, localisation, 

and detection with remarkable results. Remaining units make up 

residual networks. You can express each residual unit as eq. (1): 

𝑦𝑖 = ℎ(𝑥𝑖) + 𝐹(𝑥𝑖 , 𝑤𝑖)    (1) 

where xi and yi are inputs and outputs of i-th layer, wi is weight 

matrix, and F is a residual function and a ReLU function. Identity 

mapping function h is provided by eq. (2): 

ℎ(𝑥𝑖) = 𝑥𝑖     (2) 

Residual function F is as as eq. (3): 

𝐹(𝑥𝑖 , 𝑤𝑖) = 𝑤𝑖 ⋅ 𝜎 (𝐵(𝑤𝑖
′) ⋅ 𝜎(𝐵(𝑥𝑖)))   (3) 

where "" denotes convolution, B(xi) is the batch normalisation, 

and (x) = max (x, 0). The branching of gradient propagation 

routes is the fundamental concept of residual learning. Highway 

networks and residual networks both have elements like residual 

blocks and shortcut links in common. Instead of considering 

ResNets as an extremely complex architecture, consider it as an 

ensemble of numerous pathways. These network paths in the 

ResNets, however, do not all have same length. Through all of 

the residual units, there is only one passage. Additionally, none of 

these signal routes transmit gradient, which explains why 

ResNets can be optimised and trained more quickly. 

Skip links between deep layers are the foundation of the ResNet. 

These connections that skip layers of non-linear transformation 

can skip one or more of those layers. ELM is a powerful learning 

technique for feed-forward neural networks with a single hidden 

layer (SLFNs). Low computational cost is achieved through the 

random generation of the hidden layer weights and biases in 

ELM. Model of a single hidden layer NN with L hidden nodes 

can be stated as, taking into account n different training samples 

with xi ∈ RM, yi ∈ RC, and{xi, yi}  n i=1 from C classes by eq. 

(4). 

∑𝑗=1
𝐿  𝛽ℎℎ(𝑤𝑗 ⋅ 𝐱𝑖 + 𝑒𝑗) = 𝐲𝑖 , 𝑖 = 1, … , 𝑛  (4) 

By rearranging compact form of model (3) utilizing the matrix 

notation Hβ = Y,where 𝛽 = [𝜷1
𝑇 ⋯𝜷𝐿

𝑇]𝑇 ∈ ℝ𝐿×𝐶 , 𝐘 =

[𝐲1
𝑇⋯𝐲𝑛

𝑇]𝑇 ∈ ℝ𝑛×𝐶 and H is usually referred to as hidden layer 

output matrix by eq. (5): 

𝐇 = [
𝐡(𝐱1)
⋮

𝐡(𝐱𝑛)
] = [

ℎ(𝐰1 ⋅ 𝐱1 + 𝑒1) ⋯ ℎ(𝐰𝐿 ⋅ 𝐱1 + 𝑒𝐿)
⋮ ⋱ ⋮

ℎ(𝐰1 ⋅ 𝐱𝑛 + 𝑒1) ⋯ ℎ(𝐰𝐿 ⋅ 𝐱𝑛 + 𝑒𝐿)
] (5) 

β is evaluated by a least squares solution by eq. (6). 

𝛽′ = 𝐇′𝐘      (6) 

where H† stands for H's pseudoinverse matrix. The ELM's output 

function by eq. (7) 

𝐟𝐿(𝐱𝑖) = 𝐡(𝐱𝑖)𝛽 = 𝐡(𝐱𝑖)𝐇
𝑇 (

1

𝜌
+ 𝐇𝐇𝑇)

−1

𝐘 

𝐟𝐿(𝐱𝑖) = (
1

𝜌
+ 𝐇𝐇𝑇)

−1
𝐘    (7) 

Index of output nodes with highest value determines the label of a 

test sample. 

4. Performance Analysis 

We put our detection system's prototype into practise in actual 

cloud environments. The servers run on a 64 GB memory, Intel 

Xeon E5-2690 processor. The other three have an Intel Xeon 

CPU E3-1230 V2 processor and 32 GB of RAM. Ubuntu 14.04 is 

running on all cloud servers and VMs that have been launched on 

them. Using the OpenStack cloud infrastructure, each virtual 

machine that is launched on server runs on a single 3.2GHz VM. 

Datasets: Datasets for CICIDS 2017 and CICDDoS 2019 were 

taken from corresponding websites. 3.1 million records of traffic 

flow make up the CICIDS 2017 dataset. This data set includes 

traffic flow log files for 5 days, from Monday through Friday. On 

Friday night's network traffic log file, we performed our 

experiments. The class label is one of 79 features and 225,711 

instances in this log file. The DrDoS NTP file is chosen as one 

from the CICDDoS 2019 dataset. The file cleans 84 input 

features and has 1,209,961 instances. 
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Table-1 Comparative analysis between proposed and existing technique 

Parameters SDN DNN_DoS CDDoS_MLA 

Data Delivery 

ratio 
86 88 92 

Transaction 

rate 
77 79 82 

Validation 

accuracy 
83 85 89 

Training 

accuracy 
92 95 96 

End-End delay 51 53 56 

 

Figure- 2 Comparison of data delivery ratio 

 

Figure- 3 Comparison of transaction rate 

 

Figure- 4 Comparison of validation accuracy 

 

Figure- 5 Comparison of training accuracy 

 

Figure- 6 Comparison of end- end delay 

The above table-1 shows comparative analysis between proposed 

and existing technique based on DDOS attack detection. Here the 

parametric analysis has been carried out in terms of data delivery 

ratio, transaction rate, validation accuracy and training accuracy, 

end-end delay. the proposed technique attained data delivery ratio 

of 92%, transaction rate of 82%, validation accuracy of 89%, 

training accuracy of 96%, end-end delay of 56% as shown in 

figure 2-6. 

5. Conclusion 

This research propose novel technique in cloud based DDOS 

attacks using machine learning architectures. The processed data 

has been extracted and classified using ResNet-101 based KELM. 

ResNets' residual units are not stacked together like the 

convolutional layers in a typical CNN are. Instead, quick 

connections are added between each convolutional layer's input 

and output. Complexity of residual networks is reduced when 

identity mappings are used as shortcut connections, making deep 

networks easier to train. the proposed technique attained data 

delivery ratio of 92%, transaction rate of 82%, validation 

accuracy of 89%, training accuracy of 96%, end-end delay of 

56%.  
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