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Abstract 

Creating a linguistic text using the famous type of recursive neural network: From the well-known section as a section of the main 

branches of artificial intelligence, we can see that one of the main tasks that fall under this section is to generate a real chat using deep 

intelligence models and because of its distinctive ability, a text will be generated very close to the level of texts written by real humans 

and almost The text generated using the model cannot be distinguished as an industrial text because it is very similar to the text written 

by humans and we see the great future benefit that this new knowledge will achieve in solving many of the various tasks facing the world 

today for example, translating from language to language, generating novels and poems on the level of art, writing a summary of a long 

text using intelligence models, enabling the robot to write and generating sounds later. All these tasks will be solved with the help of 

models of deep intelligence. A modern method will be presented in generating poetry writing using deep model and identification, an 

iterative neural network that learns through the sequence and remembers it for a short period of time and then generates a similar 

sequence of letters that will form sentences bearing a poetic meaning. 
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  INTRODUCTION 

 A simple brief definition of Recurrent Neural Networks 

(RNN) 

The type of networks that we will present in this paper is 

the type we see in most projects related to “Natural 

Language Processing” and it is visible in most of the 

uses that we see for intelligence projects in daily life. 

Recursive networks are a solid type and able to solve 

many problems in the field of natural languages and their 

tasks Like many networks and other machine learning 

algorithms, this type of neural network is somewhat old 

and was first introduced in the eighties of the last 

century, and its ability to solve difficult problems was 

not shown until recently. The increase in the size of data 

in the world added additional problems that must be dealt 

with for that The old school methods were resorted to 

because they always dealt with the foundations that are 

the roots of solving modern problems. This is what 

makes this type of network shine again. 

What distinguishes this type of network is its ability to 

deal with data that contains a pattern or sequence in it 

and its ability to remember from the last several 

sequences processed by the network 

Which allows it to predict the next sequence in the data 

according to the last several sequences present in 

memory. This distinction made it able to deal with 

several very difficult tasks on other type of deep 

networks. Some of the concepts that help in solving this 

algorithm are the tasks that deal with Data that contains a 

pattern or is defined by time, sound, text, or stock 

exchange data 

In the field of deep neural networks, we can say that this 

type of network is responsible for modeling the sequence 

in one of the forms of data that we have previously 

mentioned. This mechanism in action is derived from the 

way the human brain works. 

 
Figure 1: the mechanism of RNN (source: wiki) 

 

THE PROBLEM STATEMENT   

We are in the process of presenting a model that helps in 

generating novels and poems in the Arabic language, as 

there is similar work in several other languages. 

Therefore, we will present a recursive neural network in 
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a project to create and generate narratives that are almost 

unable to distinguish them from those written by a 

person or even look better than what he can provide. A 

person who does not have specialization in the field of 

writing poetry and prose and writing short novels 

 

 
Figure 2: the way of create output using NN (source: 

net) 

 

SOFTWARE_USED 

These are some of the necessary libraries used in the 

field of text generation and novel writing: 

• NLTK. 

• Gensim 

• sklearn 

• pandas 

• PDF 

• TEXT 

• KERAS 

• TENSORFLOW 

Most of them were used, and the Python language was 

dealt with to achieve the project, in addition to an HP 

laptop with a decent processing power with NVIDIA 

processors. 

 

RESEARCH IMPORTANCE 

Learning sequence and dealing with sequential data is a 

great challenge for neural networks of all kinds without 

the recurrent neural network, which was able to 

outperform other types of neural networks by dealing 

with sequential data. It tries to predict a studied text at 

the character level through training the recurrent neural 

network 

With the occurrence of many developments in the field 

of artificial intelligence, the tasks have become easier on 

several levels, and a very good percentage of quality 

accuracy has been obtained for several tasks such as the 

task of eliminating long text content in addition to 

artificially generating texts for characters in a movie. 

This is something that will be the talk of the future in the 

development of applications that depend on sequence 

prediction and detection of important sequences in the 

text. 

The importance of this paper is to provide a deep model 

that provides ease and comfort to the writer of novels or 

the poet who writes several characters together and 

saving him time and effort together. Also with intense 

training, we will maintain the writer’s style and method 

of writing, that is, our model will learn the style in which 

the writer deals and as a final benefit of the proposed 

model We note that it is difficult for people to write with 

the emotion of a particular writer or the feelings of 

another poet. This model will try to present a beautiful 

poem in the style of the writer whose data has been 

worked and trained. 

 

 
Figure 3: The presentation of RNN (source: wiki) 

 

Power of RNN NETWORK 

RNN is a group of deep neural networks. The strength of 

this network lies in the fact that it does a dynamic job 

During the process of learning, and training on data, this 

can 

The type of network that handles a file full of sequences. 

As income for her in the first layer, the main difference 

in this. The type of network that uses a forward feed or 

feedback. In that this type is used in addition to the 

foreground feedback. This additional feed results in an 

additional output whose idea is to modify the shape of 

the current output. With another effect that came out of 

the last step, and here lies the idea of memory in this type 

of network. An additional type of recursive network can 

be used 

In addition to RNN, RNN can be used with LSTM. The 

aim of it is to treat the data in a more parallel way, which 

is more effective the reason is that it contains two 

oblivion gates and one of the type (in and out). 

Moreover, the regression problem in this type of 

recurrent neural network has been solved. 

 
Figure 4: Example  of recursive using  RNN (source: 

wiki) 
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RELATED WORK 

There are many problems and tasks that recurrent neural 

networks solve in the field of natural language 

processing and, especially in tasks that need to deal with 

sequences, it is famous for its short and long-term 

memory that it has of its two types 

Some of the tasks solved by recurrent neural networks 

that fall under the work related to our research are 

generating different texts in German, generating texts in 

Chinese, generating different texts in Persian, generating 

different texts in English and generating different texts in 

French. Summarizing long texts in English, which 

includes many research papers in this field, and here we 

provide the generation of poems and novels in Arabic 

and English. 

 
Figure 5: The deep RNN figure (source: wiki) 

 

MODEL ARCHITECTURE 

This is the structure of the model that we will use to 

achieve the required task, and we can note the simplicity 

of the basic structure that can achieve the required, and 

this is due to the strength of the iterative young network 

that we have already talked about 

  

 
Figure 6: summary present layers of  the model (source: 

wiki) 

 

Below is another architecture that has not been used, but 

will be compared with it, which is the architecture used 

by a team that authored the following research paper 

"Text Generation Using Recurrent Neural Networks" 

 

 

 

 
Figure 7: another proposed summary present the layers 

of adeep model RNN(source: wiki) 

 

DATA SET 

After looking at several types of data that can be used in 

order to achieve this task, we decided to choose several 

types of text files that contain a group of spoken speech 

or can contain text sentences of the required language 

(French, Persian, German, Chinese, Hindi and Arabic). A 

special function has been created to read and process 

each data separately. The processing methods used in 

processing the Arabic language differ from the 

processing methods used in processing the Chinese 

language and the Indian language ... etc. 

 

WHAT IS "LSTM" AND HOW IT WORKS 

The regression problem of RNNs is a very well-known 

problem 

To solve it, a very common type of this network was 

developed called LSTM, and this type is much better 

than the first type, as it overcame the recursive network 
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in points that need a long range. This structure was 

designed in a mathematical way that seems somewhat 

strange in calculating the operations in the hidden layers. 

We note that its basic design contains an input and an 

exit and a layer that acts as a gate to forget and a gate 

that acts as a masculine for the last output, and this is 

somewhat unconventional. 

The figure below shows the structure of the LSTM: 

 

 
Figure 8: the connection between gates in RNN (source: 

wiki) 

 

How LSTMs work: 

As for the LSTM mechanism, its distinctive design 

contains several gates of different types “forgetting, 

learning, excreting, remembering the last output.” What 

distinguishes its design is the type of long-term memory. 

In addition to a short-term memory. If we want to divide 

the work mechanism into steps, it will be as follows: 

Step 1: When the income reaches the LSTM, it chooses 

one of the portals that were presented above. The long-

term data is then transmitted to a forgotten gateway, and 

information that is not relevant to the basic information 

is discarded 

As for short-term data, it enters a learning-type portal, 

and the information that is extracted is extracted It will 

be saved until the next step. 

Step 2: The information from the first step is sent to the 

implementation gate, which performs the process of 

redefining the types of memories, and the result of the 

network is displayed from this gate, i.e. we see the 

design output from this gate. 

 

 

 
Figure 9: the different types of gates in  RNN (source: 

wiki) 

 

THE IDEA OF THE WORK 

Achieving the task of generating poems or novels in a 

way that is very similar to the way a writer or poet 

writes. By utilizing recursive neural networks. Where it 

is known about these networks that they have the ability 

to predict and retain the last content that was trained and 

used in the process of influencing the current output. For 

example, in the figure below, it can be seen the 

formation of the sequence word after the word, keeping 

the sequence, and finally displaying it in the form of a 

narrative text or a poem resembling the style of one 

poets. 

 

 
Figure 10: the predictions   of RNN (source: paper) 

 

 IMPLEMENTATION  

For the application process: 

We will divide the implementation process ... after the 

basic process in the implementation process, which is to 

download the necessary libraries, of course.. We have 

used the functions that we have defined that are 

specialized in the cleaning process for each type of data. 

In a way that fits the network. And then we will build the 

previously explained structure that consists of a LSTM 

layer and a dense layer from which we will receive the 

final output. 

Therefore, we will convert the income into a form that 

the network will receive through the famous techniques 

used, such as one hot encoding or word empaded. 

After this observation and the process of preparing the 

data into the required form, we have everything ready to 

receive the income in the required standard form and we 

compile the model to start the fit process 
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The model was implemented using Keras with 

TensorFlow and we will train to a sufficient number of 

time epochs with leaks that will improve the training and 

divide the data into blocks in order to develop the 

training process in each block and we will use the 

famous adam optimizer. 

Below is the proposed method that we implement the 

model on it : 

 
Figure 11: the methodology from A to target  (source: 

wiki) 

 

This is the model in detail how the processing process is 

carried out and pass to the next step: 

 

 
Figure 12: return sequences using LSTM (source: wiki) 

 

RESULT 

In order to monitor the results generated or generated by 

the model, several tests are conducted to detect the 

similarity of the generated synthetic text, one of which is 

(POS) and the other is the cosine, which is the best 

measure for detecting similarity and evaluating the 

output of the model since we are dealing with Natural 

Language Processing 

 First this is the model accuracy  on " tensorboard ": 

 

 
Figure 13: result from tensorboard 

And the output of the model can be seen below and how 

it was measured on the cosine scale: 

 
After looking at the previous chart, you can notice some 

negative values in the chart that was created 

And of course, we will neglect these values by 

calculating the arithmetic mean of the entire values, and 

we will see the following chart, whose results are clearly 

very good. After the previous process: 

 

 
A portion of the generated text can be seen in the image 

below: 

 

 
Here is a glimpse of how the proposed structure works 

for character generation character by character across an 

iterative neural network: 

 
Figure 14: The methodology for predict characters 
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 COMPARISON TABLE 

Below is a comparison table between our model and 

model  

That had solved this task and generate text with 81% 

accuracy 

  

Model Model1(the 

standard model) 

Our model 

Accuracy  81% 80% 

Text similarity 94% 89% 

 

RECOMMENDATIONS 

The structure of the basic model can be changed, adding 

some extra layers "(“more LSTM-, extra coarse layers)”" 

and using leakage to solve the training problem without 

result. The data size can be increased or processed in 

different ways in order to increase the model speed or 

increase the training period 

Change the batch_size and monitor the training if there is 

an improvement in the model's performance 

 

 
 

CONCLUSION 

In the content of this paper, we presented a new task that 

shows the power of recursive neural networks in doing 

the process of generating typefaces and texts, and what  

distinguishes our work is to add the Arabic language to 

see poems and novels generated in an industrial way, 

which is very similar to the way the poet thinks and the 

way the writer writes in it, and this is a very powerful 

thing As it will expand the horizons for applications that 

are in the Arabic language and open the way for them to 

use applications and algorithms of intelligence in them. 

The model has been tested and trained in several 

languages, including Arabic, Hindi, German, Chinese .... 

etc. 
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