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Abstract: In the past few years, more and more researchers have focused on the field of natural language processing and, more 

specifically, on aspect-level sentiment analysis. Sentiment analysis is often used to analyse people's opinions, or feelings about 

different entities like products or services. Given the immense amount of data generated daily in various forms on the web, sentiment 

analysis has become one of the most active areas of research today. In turn, online user reviews are considered a powerful marketing 

tool and have attracted widespread attention from marketers and academics. This motivates the current study, which focuses on 

sentiment analysis using four machine learning models, namely recurrent neural networks (LSTM, GRU, Bi-LSTM), and a pre-trained 

language model (Roberta). The models are trained to categorize customer reviews on online platforms as positive or negative. Then the 

best model that shows the best results is selected by evaluating each of them based on accuracy, precision, recall, and F1 Score. 

Finally, a topic modeling technique is used to reveal various topics present in the data and determine what’s pushed the customer to 

give such a review, as well as provide suppliers with the right decision for each scenario case. Although the approach proposed in this 

study is applied to analyse the opinions of customers towards the products of a marketplace and reveals different topics present in it, it 

can be used in any field to know the writer's point of view on, e.g., government policy, individuals, brands, etc. 

Keywords: Customer reviews, Deep learning methods, Pre-trained language model, Sentiment analysis, Topic modeling NMF 

1. Introduction

Nowadays, online reviews provide customers with 

relevant information for their purchasing decision 

process. [1]. Such reviews transform the way online 

consumers take decision and shape their impression of 

products [2] as well as affect product sales performance 

[3]. According to a consumer report [4], a product with no 

online reviews is 270% less likely to be purchased than a 

product with 5 positive online reviews.. Moreover, a 

public survey [5] shows that online reviews are used as 

references in online shopping by 98% of online 

consumers, and more than one minute is spent reading 

online reviews before buying. However, online customers 

are doubtful of too many positive reviews, which are 

considered too good to be true. Research shows that 82% 

of customers specifically look for negative reviews [6]. It 

can be concluded that reviews are extremely valuable in 

influencing purchasing decisions. Hence the aim of this 

study, is to analyse reviews, determine their polarity using 

different techniques, determine what’s pushed the 

customer to give such a review, and provide suppliers 

with the right decision for each case. Recent studies 

worked on sentiment analysis fields [7], [8], compared 

different existing techniques and identified the best 

technique that gave the best results, but none of them 

went further to identify the topic of reviews given by 

customers. This is where the originality of this work 

comes in. This study doesn't just identify the positivity 

and negativity of a review, it digs deeper to identify what 

prompted the customer to leave such a review by 

modeling review topics. Determine the elements that have 

an impact on customer satisfaction and what the right 

decision to take in each case scenario is. Knowing the 

causes, the right decision to take can be determined to 

improve customer satisfaction and avoid dissatisfaction 

and, potentially, departure.  

The organisation of this article is as follows: the first part 

presents the demarche of the approach used and brings 

together a set of definitions useful for understanding and 

becoming familiar with the concepts used. Then there is 

the implementation part of the different techniques, which 

is cut into two parts. The first concerns the choice of the 

best model among LSTM, GRU, Bi-LSTM, and Roberta, 

which analyse the sentiments of customer reviews and 

determine its polarity. whereas the second concerns 

subject modeling. Finally, the visualization of the results 
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and the discussion, in which the right decisions are 

proposed. 

2. The Demarche of the Approach 

2.1. The principle of the approach used 

From a data set that contains customer reviews, the text is 

analyzed to determine its polarity by following different 

natural language processing (NLP) techniques. Then a 

topic modelling approach is used to find the hidden 

relationship between text and identify different topics 

present in the data. 

2.1.1. Identify text polarity using Natural language 

processing (NLP) 

NLP is a research field that studies how natural language 

text or dialogue can be understood by computers [9]. 

Since large amounts of text data cannot be processed by 

humans, the main goal of natural language development is 

to make human languages more quickly and easily 

processable by reading and interpreting human 

intelligence [7]. Many tools and techniques have been 

developed to achieve desired tasks by allowing computers 

to understand natural languages [10]. In this work, two 

different architectures are experimented with for text 

polarity extraction: neural networks and PLMs. 

2.1.1.1. Recurrent neural networks 

RNNs are great at learning short data sequences [11]. But 

the vanishing gradient problem hinders their capability to 

learn and understand long and complex contexts. To solve 

this problem, “Long Short Term Memory” a special type 

of RNN was developed [7]. 

• Long short-term memory (LSTM): LSTM is a gated 

recurrent network with cells in the hidden layers, 

originally used for text sentiment classification [12] and 

widely used in natural language processing [13]. 

LSTM’s driving idea is its states and gates that control 

it [14], those cell states carry essential information 

along the sequence. Gates are neural networks that 

modify cell states along the whole sequence by adding 

or removing necessary information during training. The 

LSTM gates are, namely, the forget, input, and output 

gates [15]. Forget gate, remove unnecessary 

information for LSTM. The input gate adds important 

information to the current cell state. The output gate 

displays the critical information from the current cell. 

Adjusting the amount of information cells preserve over 

time solves the vanishing gradients problem. 

• Gated Recurrent Unit (GRU): GRUs [16] are a 

shortened version of the LSTM with an improved 

network performance and less training time. GRU and 

LSTM operate in the same manner, but they differ in 

terms of gate frequency and cell state maintenance [8]. 

While LSTMs have three gates, GRU has half the 

number of gates of LSTM. Merging the input and 

forget gates into a single update gate and combining the 

hidden and cell states into one makes GRU a shortened 

variant of the LSTM cell that's less computationally 

expensive [17]. 

• Bidirectional long short-term memory (Bi-LSTM): with 

the deployment of the Bi-LSTM, sentiment analysis has 

been upgraded [7]. Bi-LSTM [18] is a further 

development of the LSTM with more stability. It is 

combined two models with opposite directions [19], a 

forward LSTM layer, and a backward LSTM layer [12]. 

The models’ training is both from input to output, and 

from output to input [20]. In the forward layer, the 

LSTM model is fed with the input sequence. In the 

backward layer, LSTM is applied to the backward form 

of the input sequence [12]. Applying LSTM twice 

raises the accuracy of the model [21]. 

2.1.1.2. Pre-trained language models (PLMs) 

Deep learning in NLP has become popular in recent years 

[8]. Even though deep learning models have performed 

well in the wide NLP tasks, they are reproached for being 

data intensive. Their training requires a huge amount of 

data. To solve this problem, a method known as 

pretraining was proposed [22]. The idea is to train a 

massive corpus of unlabeled texts, easily available, over 

longer periods in order to understand the text’s semantic 

and syntactic features. The Roberta used in this work is an 

example of a PLMs. 

• Roberta: lately, the rise of pre-trained models (PTMs) 

has ushered in a new era of Natural Language 

Processing (NLP) [22]. Robustly Optimized BERT Pre-

training Approach (RoBERTa) [23] proposed by 

Facebook is an improved extension of the Bert model. 

The BERT model is used in many fields, like topic 

modelling and sentiment analysis [9]. It has been 

identified as under-trained by Facebook AI Research 

(FAIR) after replicating it and analyzing the impact of 

hyperparameters on its performance [8]. Thus, Roberta, 

an improved and powerful version of BERT, was built. 

Training the improved model with a greater batch size 

and longer sequences improved the accuracy compared 

to the original one [24].  

2.1.2. Topic Modelling 

Topic Models [25] are proven unsupervised machine 

learning approaches [26] that reveals different topics 

present in the data [27] and help the user to understand 

the topics covered in each document [26]. Topic modeling 

has been applied in different fields like NLP and 

Information Retrieval (IR) [28]. It doesn’t require costly 

and time-consuming manual annotation of domain 

terminology, only domain document corpora. [29].  
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2.1.2.1. Non-negative Matrix Factorization (NMF) 

NMF is a technique that decomposes a document-term 

matrix "X" into two matrices; document-topic and term-

topic [30]. W symbol is the representation of the 

document by factor matrix, while H symbol is the 

representation of the term by factor matrix [27]. NMF is a 

popular topic modeling techniques [28], that has been 

commonly used to find the hidden relationships between 

texts and identify the topics covered [31]. Moreover, it 

has recognized to be very effective in data presentation 

and topic modeling [29]. 

2.2. An idea on the relationship between reviews and 

purchases 

The dataset used in this work concerns an e-commerce 

marketplace dataset. Fig 1. represents the number of 

positive reviews of the "flowers" category by periodic 

monthly over two years. While Fig 2. represents the 

number of sales of the ''flowers'' category during the same 

period. It can be clearly seen that reviews have a big 

impact on sales, except for some months where flower 

sales increase no matter of reviews. During these months, 

events such as Mother's Day (May), Valentine's Day 

(June), and Christmas (December) took place. However, 

the number of sales during these same months in the 

second year has decreased compared to the first one, 

which means that reviews have a long-term impact during 

these periods. 

Customer reviews are very important in influencing 

purchasing decisions, it has the potential to turn a passive 

customer into a loyal, lifetime shopper. Hence, the 

purpose of this study, which analyze customers reviews in 

order to improve customer satisfaction and consequently 

improve business outcome. 

3. Dataset 

This study’s dataset concerns an e-commerce marketplace 

that contains information about 99.478 orders made in 

different periods of time. Information contains several 

dimensions, going from the status of the order, the price, 

the attributes of the product, to the reviews written by the 

customers. Table I. represents an extract of the customer 

reviews dataset that contains 98.410 rows. It should be 

noted that reviews existing in the dataset are reviews 

given by only customers who have already purchased and 

received the concerned product. 

3.1. Data preprocessing 

Preprocessing of data is an important step in model 

training since it has an important role in the performance 

of the model. Text should be cleaned before being fed to 

any machine learning algorithm. The noises that brute 

customers' reviews contain, harden the understanding of 

text semantics and the extraction of useful information. 

Noises could be emojis, emoticons, or even web URLs. 

After cleaning the data, feature extraction and vector 

representation are performed to transform text, which is 

an unstructured type of data, into digital information 

understood and analyzed by any statistical or deep 

learning model in NLP. The preprocessed data used is as 

follows: 

• Lowercase text: equal words with lowercase and 

uppercase letters are interpreted differently by machine. 

Thus, putting all words in lowercase is important to 

solve the uppercase/lowercase complexity. 

• Normalize spaces: replace concurrent spaces with a 

single space. 

• Keep only letters: emojis, emoticons, and punctuation 

marks are removed, since they are often understood as 

also being words by the machine. 

• Delete repeated characters: customers tend to repeat 

characters in words like “reaaally bad” to express their 

affirmation. In this step, the repeated characters are 

removed. 

• Parse texts into tokens: tokenization is a common step 

in PLN preprocessing. It is used to take each of the 

words in the text (tokens) and store them in a list. 

Removing duplicate tokens and creating unique ones 

decreases the volume of data. 

• Filter tokens through stopwords: stopwords includes 

frequently superlatives superlatives, prepositions and 

verbs. Those words do not add any useful information 

for text classification. On the contrary, these words 

produce noise that can affect the performance of the 

model. The NLTK library provides a list of empty 

words that can be used as a reference to remove 

unnecessary data from the text. 

• Apply the lemmatization technique to words: it 

involves converting the same words in different forms 

into its base form. Lemmatization takes into account the 

context and converts different forms of the same word 

into their one meaningful basic form.  

• Apply vector representation of text: The original text 

representation, which is a sequence of words, is 

incomprehensible to machine learning algorithms. 

Those algorithms need to receive numerical vector 

representations. This is where the role of the vector 

representation that transforms each text into a sequence 

of numbers comes in. TF-IDF is a popular and easiest 

techniques to do this.  

▪ Term Frequency-Inverse Document Frequency (TF-

IDF): it is a statistical approach with remarkable 

applications in the financial field of searching for 
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information from textual data. This method is generally 

used in NLP, information retrieval, and text mining 

[32], [33]. For information retrieval [34], [35] and many 

text mining tasks [36], TF-IDF is recognized as an 

effective scheme for weighting terms. It determines 

weight, a measure that assesses the importance of terms 

in document collection [37]. The TF-IDF of a word in a 

text is done by multiplying the term frequency and 

inverse document frequency metrics, as shown in (1). 

       𝑊𝑥, 𝑦

= (𝑡𝑓𝑥, 𝑦)𝑋 (log(
𝑁

𝑑𝑓𝑥
))                                        (1) 

Term frequency indicates how often a term x appears in a 

document y (tfx,y). While inverse document frequency 

determines the importance of a term x in the context of all 

documents (log(N/dfx), dfx is the number of documents 

containing x and N is the total number of documents). In 

other words, for TF-IDF, the importance of the text is 

increased in proportion to the number of appearing in the 

document [38], [39]. However, it depends on the 

repetition of it in all the documents being analysed.  

 

Fig 1. Periodic monthly flowers positive reviews 

 

 

Fig 2. Periodic monthly flowers sales 

4. Evaluation metrics 

Although accuracy is the most common performance 

measure in model evaluation, it is not always the best 

estimate measure for different data characteristics. [40]. 

Precision, recall, and F1-score are used while reporting 

the performance of the different models. The F1 score, 

also called the “F measure” or the “F score”, is a 

technique for measuring the performance of the model 

[41]. It is used to reflect the harmonic mean between 

accuracy and recall. The F1 score is calculated as shown 

in (2). 

 

 𝐹1

= 2.
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛. 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
                                                          (2) 

 

Precision describes the purity of the positive detections 

compared to the ground truth. It is known as the positive 

predictive value, since it evaluates how the model predicts 

the positive values. It is equal to the ratio between “the 

total number of correctly ranked positive examples” (TP) 

and “the total number of positive examples” (TP+FP) 

[42], as shown in (3). 

 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

 
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
                                                                       (3) 

 

Table 1. Dataset simple 

Customer ID Product ID Product category Review ID Review content Rating 

f8…82 ce…3d babies 2…8 I received it well before the stipulated time. 5 

65…1e c1…7d sports leisure 7…e Very good quality product 4 

31…9d c4…86 computer accessories 1…e I asked for a refund and no response so far 1 

d3…41 cf…22 musical instruments F…e A little bit crashing for the price it's good 3 

a7…b3 1e…68 bags accessories 5…d I bought three and I only received two 2 

d3…41      

 

http://en.wikipedia.org/wiki/Leotiomycetidae
http://en.wikipedia.org/wiki/Pezizomycotina
http://en.wikipedia.org/wiki/Dothideomycetidae
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Recall, also known as sensitivity, describes the 

completeness of the positive predictions in relation to the 

truth on the ground. It is equal to the ratio between TP 

and false negatives (FN), as shown by in (4).       

 

 𝑅𝑒𝑐𝑎𝑙𝑙 =

 
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
                                                                              (4) 

 

In this study, F1-score is used as the primary evaluation 

metric. A model reaches its best performance with an F1-

score equal to 1 and its lowest performance with a low 

F1-score equal to 0. 

5. Visualization and Analysis of the Result 

5.1. Sentiments analysis results 

5.1.1. Training curves 

After completing the preprocessing process, explained 

above, on the research data. It's time to extract the 

reviews' text polarity. The TF-IDF matrix is the input of 

the different natural language processing models. At this 

step, the appropriate algorithm among LSTM, GRU, Bi-

LSTM, and Roberta is selected to continue working with. 

Figs. 3, 4, 5, and 6 represent the training curves. For all 

models (LSTM, Bi-LSTM, GRU, and Roberta), the 

accuracy of the training set continues to increase, 

accompanied by a steady decrease in loss. However, the 

loss curves of the validation set show a decrease then an 

increase, indicating the onset of model overfitting. 

Validation accuracy reaches its maximum with the 

Roberta model. 

5.1.2. Performance metrics 

The different models are evaluated using four evaluations 

metrics as shown in Table II. This Table contains macro-

average values of precision, recall, F1 and accuracy, 

which help to better evaluate the models. As expected, the 

PLM model (Roberta) performed better than recurrent 

neural network models in most of the metrics. Among the 

recurrent neural networks’ models, Bi-LSTM performed 

slightly better than LSTM and GRU. 

In addition to its ability to identify the polarity of a text, 

Roberta also allows to identify the percentage of 

belonging to each class, which allows to have more 

information and precision at the level of sentiment 

analysis. Table IV. represents an extract of the dataset 

after implementing Roberta on different customer 

reviews.  

 

 

Fig 3. LSTM 

 

Fig 4. Bi-LSTM 

 

Fig 5. GRU 

 

Fig 6. RoBERTa 
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Table 2. Evaluation results of LSTM, GRU, Bi-LSTM 

and Roberta models 

Model Precision Recall F1 Accuracy 

LSTM 0.95 0.91 0.93 0.95 

GRU 0.97 0.92 0.94 0.96 

Bi-LSTM 0.98 0.95 0.96 0.97 

Roberta 0.98 0.97 0.97 0.98 

 

Table 3. Dataset sample after implementing Roberta 

Revie

w ID 

Review 

content 

Ratin

g 

Sentime

nt 

analysis 

Ne

g % 

Pos 

% 

2…8 I received it 

well before 

the stipulated 

time. 

5 Positive 0.1 99.9 

7…e Very good 

quality 

product 

4 Positive 0 100 

1…c I asked for a 

refund and no 

response so 

far 

1 Negativ

e 

99.

9 

0.1 

F…e A little bit 

crashing for 

the price it's 

good 

3 Positive 37.

6 

62.4 

5…d I bought three 

and I only 

received two 

2 Negativ

e 

99.

8 

0.2 

... 

5.2. Topic modeling results 

After determining the polarity of the reviews and their 

percentage of positivity and negativity, we enter the topic 

modeling step. At this stage, first the best number of 

topics in a range of 2–10 is determined, and then the 

thematic structure of the review text is identified. The 

coherence score is calculated to find the optional number 

of topics. Fig. 7 represents the display of the results. 

Based on that, five is the optimal number for NMF input, 

since it is the number with the highest coherence score. 

After defining the number of topics, the NMF algorithm is 

implemented for topic modeling to determine five 

distinct, unlabeled hidden clusters of words, as shown in 

Table V. Each cluster concerns a separate subject. 

To identify the title of each cluster, the most frequent 

words used, in each one, are identified and analyzed as 

shown in Table VI. 

The 'time' topic and shipping-related concepts is the most 

frequent topic of customer reviews. By examining the 

presence of words in this cluster such as 'time,' 'delay,' 

and 'deliver,' it is possible to conclude that those reviews 

were about time and shipping. A good delivery 

experience has an impact on repeat purchases and 

increases customer satisfaction [43]. 32% of all comments 

are dedicated to this topic, which indicates the importance 

and concern for the topic of shipping time. 

The second topic, in the customers' reviews is related to 

the 'customer service', communicating with the customers 

and responding to their questions and requests before and 

after the product's purchase. Service's quality affects 

customer satisfaction, loyalty [44], and profitability of a 

company [45] which in turn affects the survival of the 

business [46]. A customer wants to feel valued, and they 

expect to get their money back if they request a refund, as 

well as answers and solutions if a problem arises. 

Managers with a high level of education are more 

knowledgeable and capable of using complex words in 

their responses, which makes customers perceive that they 

are professionals, which increases their perspective 

toward service quality [47]. 'Customer service' was 

criticized by many customers, and it represents 26% of all 

reviews. 

 

 

Fig 7. Coherence value according to NMF number of 

topics 

The third prominent topic among customer reviews is 

'quality'. This shows the importance that customers give 

to quality value. Indeed, quality parameter has the greatest 

impact on improving customer satisfaction [48]. 

Regardless of the price they pay, customers, expect to get 

a product with the minimum tolerated quality. In terms of 

frequency, 'quality' topic accounts for 20% of the total 

comments. 
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Table 4. Dataset sample after topic modeling 

Revie

w ID 

Review 

content 

Sentime

nt 

analysis 

Ne

g % 

Pos 

% 

Topi

c ID 

2…8 I received it 

well before 

the stipulated 

time. 

Positive 0.1 99.9 0 

7…e Very good 

quality 

product 

Positive 0 100 1 

1…c I asked for a 

refund and no 

response so 

far 

Negativ

e 

99.

9 

0.1 2 

F…e A little bit 

crashing for 

the price it's 

good 

Positive 37.

6 

62.4 3 

5…d I bought three 

and I only 

received two 

Negativ

e 

99.

8 

0.2 4 

… 

The fourth topic refers to product ‘functionality’. The 

product received should be functional and conform to the 

description and specifications, such as size, color, and 

quantity chosen by the customer. 13% of reviews directly 

mentioned this topic. 

Finally, the fifth frequent topic in the customers' reviews 

is 'price'. Customer satisfaction is affected by price [49]. 

Each customer has a perspective of what he should 

receive depending on how much he paid. Customers 

complain about the price when their expectations do not 

meet the reality of the product they received. This topic 

dedicated 9% of all reviews to itself. 

6. Discussion and Recommendations 

Online reviews have a transformative effect on brands, as 

well as on customer transactions [50]. For brands, online 

reviews can be an effective tool for the marketing 

communications mix and as a free sales assistant to 

improve market performance [51]. For consumers, online 

reviews play a crucial role in decision making. It has 

become a credible and major source of information for 

customers to use to build a decision about a product or 

service. 

Table 5. High frequency words per topic 

Topic 

ID 
Topic Title Frequency words 

0 Time time, delay, deliver, deadline, 

arrive, receive, fast, handover, 

wait, day., Shipping … 

1 Quality quality, damage, elegant, rip, 

crash, comfortable, cheap, 

practical, crack … 

2 Customer 

service 

answer, refund, information, 

support, cancel, help, response, 

online … 

3 Price price, cost, value, charge, cheap, 

worth, pay … 

4 Functionalit

y 

Work, noise, receive, piece, size, 

amount, color, wrong, miss … 

 

The main criticism the reviews face is their credibility. In 

recent years, consumers have shown a growing interest in 

sharing their views online [52]. At the same time, they 

expressed further concerns about the reliability of online 

reviews [53]. Nowadays fake reviews are written 

deliberately to build a fake image and attract customers 

[54]. Attempts to manipulate these reviews by 

misrepresenting or writing dishonest content are 

considered fraudulent and such reviews are considered 

fake [55]. In the case of this study, not everyone can write 

a review, its only concerns customers who have 

purchased the product. Since writing reviews can only be 

accessed after the order is received. 

The second criticism that reviews face is consistency with 

ratings. A bad review is not always accompanied by a bad 

rating and vice versa. This mainly happens due to the 

personality of the client and their evaluation perspective. 

The perspective of rating value differs from person to 

person. On a scale of 5, a value of 3 is considered good 

for some, but bad for others. Also, kind customers tend to 

give a good rating even if the review is bad. Likewise, 

customers with rude personalities end up giving poor 

ratings. The reviews and ratings used in this work are 

consistent. As can be seen in Fig 8. and Fig.9, positive 

reviews increase as the rating increases and negative 

reviews decrease as the rating increases. 

Based on the result of this work, calculating the 

percentage of negative and positive reviews concerning 

each product, customer, and shipper, as well as the main 

topic of the negative reviews, as shown in Tables VII, 

VIII, and IX, makes it possible to temper satisfaction with 

the services offered by the marketplace and helps 

managers in their decision-making. 
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Whatever the subject of a negative review, it must be 

treated and taken into consideration. Any negative 

feedback can be an opportunity to show customers that 

the company cares about their needs. A customer with a 

high percentage of negative reviews would like to receive 

something that they will benefit from, such as a refund or 

a gift card. Moreover, some would like to receive an 

apology in addition. Similarly, the marketplace should not 

neglect reviews related to customer service. A customer 

who feels neglected is a lost customer. When it comes to 

products, a product with a high percentage of negative 

reviews on quality or functionality should be questioned. 

For suppliers, a supplier who receives a lot of complaints 

about the delivery time must be notified and take action 

upon it. If the complaints are high at the level of a region, 

other solutions must be put in place, such as the 

establishment of delivery points or warehouses in order to 

minimize the delivery time. 

The business must, in turn, analyze its global situation 

and temper opinions towards various subjects. Table X. 

provides an overview of the company's situation. 

Calculating the percentage of negative reviews for each 

subject: deadline, quality, customer service, price, 

functionality, makes it possible to identify and even 

predict problems that could affect the reputation as well 

as the income of the company. In the case of this study, 

the positive opinions mainly concern delivery time and 

customer service, which have a high percentage of 

negative rates. The company must improve the way it 

interacts with these customers. Moreover, it should 

contact its deliverers in order to find a solution and 

minimize the delivery time. 

 

 

Fig 8. Positive reviews and rating consistency 

 

Fig 9. Negative reviews and rating consistency 

 

Table 6. Products’ evaluation 

Product ID 
Negativity 

Average % 

Positivity 

Average 

% 

Negativit

y Main 

Topic 

0009…f246

2 

42.9 57.1 3 

0012…09d0

1 

12.3 87.7 0 

0017…4762

e 

2.1 97.9 1 

0021…41c7

6 

100 0 4 

… 

Table 7. Customers’ evaluation 

Customer 

ID 

Negativity 

Average % 

Positivity 

Average 

% 

Negativit

y Main 

Topic 

00290…475

9b 98.7 1.3 

3 

003cb…035

46 1.1 98.9 

1 

0034f…5f11

9 38.9 61.1 

4 

003bc…a89

ae 86 14 

2 

… 
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Table 8. Shippers’ evaluation 

Shipper ID 
Negativity 

Average % 

Positivity 

Average 

% 

Negativit

y Main 

Topic 

3442f…2df1

5 65.2 34.8 

0 

d1b65…8d2

e2 10.9 89.1 

0 

ce3ad…b7b

2d 54.7 45.3 

1 

c0f3e…1b1c

3 77,4 22.6 

2 

… 

Table 9. Percentage of negative and positive reviews per 

topic 

Topic Title 
% of total 

reviews 
Neg % Pos % 

Time 32% 27% 73% 

Quality 20% 9% 91% 

Customer 

service 

26% 11% 89% 

Price 9% 5% 95% 

Functionality 13% 7% 93% 

… 

7. Conclusion and Outlook 

Sentiment analysis studies how people feel or react 

towards things such as organizations, people, products, 

services, events, or topics. Sentiment classification is 

generally considered a classification problem whose 

purpose is to identify the sentiment polarity of a target 

sentence. The work carried out in this article consists of 

two stages. First, a sentiment analysis is performed to 

identify the polarity of reviews given by customers. To do 

this, several models were used and evaluated. Among 

these models, Roberta has shown the best performance. 

The modeling phase, which is the second stage of this 

word, begins after determining the polarity of the views 

and their percentage of positivity and negativity. In this 

step, the thematic structure of the review text is identified 

to determine elements affecting customer satisfaction. 

The analysis of customer reviews is very important for 

companies, it helps to understand customer preferences, 

identify their level of satisfaction and what caused them 

to be satisfied or frustrated, and consequently strengthen 

their loyalty. Even though this work focuses on marketing 

and, more specifically, customer satisfaction. The 

usefulness of the proposed approach is not limited to this 

domain; it could target different domains, such as politics, 

war, events, individuals, etc., thus giving a scientific 

value to this study. The main limitation of this work is the 

amount of data. In general, the number of reviews 

represents a low ratio compared to the overall number of 

purchases, since not all customers are used to sharing 

their opinions. However, the development of social 

networks such as Twitter has deepened sentiment analysis 

research and opened new doors in data collection. In the 

future works, web scraping techniques will be used to 

extract more information about customers’ opinions 

towards various products on social media.  
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