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Abstract: 

Purpose: 

To evaluate the key factors used for classification and methods to improve the glaucomatous optic neuropathy (GON) in the form of 

systematic study along with fundus pictures as constraint sample be detected. 

Methods: 

Retrospectively, 940 fundus photographs from Eye hospital were gathered.  The clinical and demographic details were noted together with 

the constitutional and functioning metrics of the pictures with GON. Convectional neural networks (CNNs) were built using transfer 

learning based on VGGNet to recognize GON. When CNN classifier had least rating the concluding classification will be construct with 

the cup-to-disc would be created by a extractor named  support vector Machine. Scores were used to prevent missing instances with 

advanced GON. The TVGH dataset was used to create the CNN classifier, which was subsequently improved by fusing the training pictures 

from the TVGH and Drishti-GS datasets. CNN's primary characteristics for classification were identified using the class activation map 

(CAM). Classifier’s performance were evaluated with Area under receiver operating characteristic curve (AUC) and the diagnostic 

accuracy will enable to ccomparing the ensemble model. 

Results: 

While the comparison to  ensemble model's accuracy rate of 92.8 percent, the CNN classifier's accuracy, sensitivity, and specificity were 

95.0 percent, 95.7 percent, and 94.2 percent, respectively, in 187 EH test images, respectively, in 187 EH test pictures, and the AUC was 

0.992 as opposed to the ensemble model's accuracy rate of 92.8 percent. The accuracy of the CNN, the fine-tuned CNN, and the ensemble 

model for the Drishti-GS test pictures was 33.3 percent, 80.3 percent [33], and 80.3 percent, respectively. Neither moderately nor severely 

ill photos were incorrectly classified using the CNN classifier. Class-discriminate areas discovered by CAM co-localized with established 

GON traits. 

Conclusions: 

When enormous image datasets are not readily accessible for developing evident learning model towards glaucoma diagnosis, The combo 

model or a personalized CNN classifier might be as practicable designs.  
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1. Introduction

Glaucoma is the kind of factor which contributing the 

permanent blindness. The prevention of glaucoma blindness 

depends on early diagnosis and care. Yet, since most kinds 

of glaucoma are asymptomatic, early identification is 

challenging. Even in wealthy nations the rate for glaucoma 

is less than 50% under worldwide diagnosis system. Even 

though population-based screening may detect glaucoma in 

its asymptomatic stage, it is presently not practical owing to 

its poor cost-efficiency [6]. However, tele glaucoma and 

robotic glaucoma detection combined may make it possible 

to conduct widespread glaucoma screenings for those at 

high risk [7].  

Fundus picture was mostly resting on the eyecup-to-eyedisc 

ratio (CDR), RNFL or parapapillary atrophy anomalies, in 

certain circumstances  to spotting out the automated 

glaucoma before the expansion of cavernous learning, Disc 

haemorrhage or inadequate accuracy were the important 

diagnostic information were over looked by the CDR-based 

technique in the state of in corrected disc size. 

Convolutional neural networks (CNN) and their variants, 

which have been used in computer vision applications 

recently, have improved medical image analysis via their 

increased ability to extract either high-level, refined features 

or low-level, coarse visual data [14]. The CNN-based 

algorithm successfully distinguished between the healthy 

fundus and the glaucomatous fundus with a high diagnostic 

rate [15–17], but its generalization is still unknown because 

the majority of studies only confirmed the algorithm's 

effectiveness in “images from the same dataset” [15, 16].  

An elaborate analytic procedure of glaucoma is highly 

demanding for analyzing glaucoma with the construction of 

large Fundus image datasets, which involves both structural 

and functional evaluation [18]. However, training pictures 
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count would impact the diagnostic performance and 

extending learning principle model.  The mannered dataset 

pictures and generic diagnostic traits like larger CDR, to the 

model were helps to intensify the relevancy for the CNN 

classification of Glaucoma diagnosis with attainable 

learning process. 

A few training images were construct the performance of a 

CNN algorithm were explained in the present study and also 

it handle with the benefits of using CDR estimation which 

were considered to classified CNN algorithm’s to assessed 

formation of images from various resources as a detection 

process of glaucomatous change and as a key feature to 

extracted as an ensemble model. 

2. Materials And Methods 

2.1. Database 

The present research included 465 eyes without glaucoma 

and 469 human eyes with (POAG) primary open angle 

glaucoma, with fundus pictures in JPEG format in both 

cases. These images were obtained from the ophthalmology 

department's photograph database at Taipei Veterans 

General Hospital in the past (TVGH). POAG patients' 

fundus images were taken during frequent follow-up visits, 

as well as patients who attended our department for ocular 

screening or concerns unrelated to optic disc and retina 

abnormalities. The TVGH Institutional Review Board 

authorised this research, which adhered to the Helsinki 

Declaration principles. Because the research was 

retrospective in nature and employed anonymized clinical 

data and images for analysis, formal informed permission 

was not required. 

Disc changes, RNFL loss, recurring “visual field”(VF) 

abnormalities, and an ordinary open-point on gonioscopy 

diagnosed POAG of afflicted eyes.  The Intraoscular 

pressure (IOP) in normal eyes was less than 21 mmHg, and 

the discs seemed to be devoid of RNFL anomalies. Three 

fundus cameras were used to capture the images: There are 

three kinds of digital retinal cameras: the “Canon CX-1 

hybrid mydriatic/non-mydriatic digital retinal camera, the 

Canon CR-DGi NM fundus camera, and the Canon CR-2 

PLUS AF non-mydriatic digital retinal camera. Each of the 

highlighted graphics made the disc easily visible.” Two 

glaucoma experts (CL and YK) reviewed the photos to 

locate the vertical CDR and verify the diagnosis. Prior to 

further examination, all pictures were conventionally 

anonymized. 

Training set and a test set have separated photograph, each 

comprising 763 images and 181 images were used  to 

evaluate and as a model training by using stratified 

sampling. Table 1 contains clinical information on the 

photos. The TVGH-CNN CNN model was constructed 

using training pictures from the TVGH dataset. 

Additionally, pictures from the Drishti-GS Dataset [21],  

Training and test data sets are considered as  an open-access 

dataset and to diagnostic our model performance it was 

utilized  with 50 and 51 images, 

Table 1. Clinical and demographic characteristics of the 

image dataset from Taipei Veterans General Hospital.” 

 Primary Open      

Angle Glaucoma 

Normal  

Number of eye 469 464 

images 

Age (x) 58.7±13.82 61.2±194 

Gender (Female in 

%) 

168 (35.07%) 227 

(48.30%) 

(CDR) 0.801±0.11 0.41±0.21 

Deviation of Mean 

in (dB) 

6.88 ±  6.02  

Thickness  of 

RNFL in Avg  (μm) 

71.74 ± 10.33  

3 Proposed Detection System 

Fig. 1 depicts the process of our detection system. The 

fundus pictures underwent pre-processing, and an extracted 

region of interest (ROI) with a 256 256 pixel area centred 

on the disc. Images with improperly extracted ROI were 

immediately removed. By the usage of CNN model, the 

categorization process was carried out. Each picture was 

identified as normal or glaucoma in the final layer of this 

CNN model using a probability value that served as the 

CNN classifier's confidence score. If the confidence score 

fell below a particular threshold, The superior and inferior 

neuroretinal rim have an increased vertical CDR and the 

classification was based on structuralism features, Support 

vector machine (SVM) were forwarded to booster up  with 

the picture as a classifier and the ensemble model helps to 

find the people who had increased CDR will avoid missing 

people with mild to severe conditions.  

3.1 Image Pre-processing and ROI Extraction 

The brightness and clarity of each picture were adjusted in 

the first pre-processing of the fundus images. The anatomy 

of the optic disc and the blood vessels were enhanced using 

the un-sharp masking by Gaussian blur approach. Using the 

idea of guided backpropagation, ROI recognition focused at 

the optic disc was put into practise to eliminate duplicate 

topographies [22]. Images that had the optic disc in the 

centre of the picture after Region Of Interest extraction were 

deemed to be qualifying images. Histogram were distributed 

on the green and red channel, invalid instances with 

improper ROI were automatically removed. Images that had 

the disc centred at the ROI would have a spire in the middle 

and was used in the study that followed in (Figure 2). Last 

but not least, through bear on rotation, transferring, 

sheering, and rising using the Keras package were enhanced 

the dataset. (https://keras.io/). 

 

Fig: 1 Overall Framework Before submitting the vessels 

for ROI extraction, the original color pictures were 

contrasted. Images with noise the CNN model were 

eliminate the incorrect ROI selection.  ML-based classifier 

helps to score the classification of Image and also 

forwarded. , that used the ISNT rules of the inferior and 

superior neuro-retinal rims were thin and CDR value as 

important characteristics. CNN stands for "convolutional 

neural network," while ML stands for "machine learning," 

https://keras.io/
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ROI stands for "region of interest," and SVM stands for 

"support vector machine." 

 

 

 

 

 

 

 

 

 

 

 

 

Fig: 2  “Noisy conditions with poor ROI selection, (A) 

colour fundus image; (B) a preprocessed fundus image; (C) 

further preprocessing on the red and green channels; (D) 

binary presentation of the image; and (E) a histogram of the 

projection on x- and y-axes, displaying the best ROI choice 

with the maxima on both axes in the middle. Region of 

Interest, or ROI.” 

 

3.2 CNN’s Detection 

Preprocessed and qualifying pictures, ReLU, pooling, FC, 

and a softmax loss layer were used to train our CNN model. 

Cross-entropy and the softmax layer were combined to give 

an estimate of how likely it is that each image can be put 

into a category at the end of processing. The stochastic 

gradient descent was also employed to reduce he dropping 

of function during optimization. 

In Oxford University, The Visual Geometry Group Transfer 

was framed VGGNet and pre-trained CNN model for 

accomplishing the learning procedure.. Retraining the CNN 

model created using the VGG Net's learned weights entails 

deleting top layers  FC layers and replacing them with a 

sequence of convectional layers with a 3 x 3 filter size  the 

FC layers and replacing them (Fig. 3). To avoid over fitting 

and to promoted the convergence by the data augmentation 

and drop out layers in Regularization techniques. 

Fig: 3 Shows the “VGGNet architecture and transfer 

learning. The CNN model was started using the learned 

weight of VGGNet with a 3 x 3 transfer learning approach. 

Three-size filter Convolutional layers, pooling layers, and 

the fc layer were all present in the final model.”VGGNet, 

created by the Visual Geometry Group at the University of 

Oxford; CNN; conv; and fc; completely linked. ImageNet 

large-scale visual recognition challenge, Russakovsky O, et 

al. IJCV. 115, 211– 252 (2015). (2015). 

 

3.3 Cross-validation of the CNN model 

To assess the effectiveness and prevent the CNN model from 

being over fit, we used 5-fold cross validation. By using an 

80\20 split as a set in each folds of an individual training and 

validation, the merged photos were also divided. Both set of 

test photos and the validation sets were used to assess each 

fold's performance. Unless there was a considerable difference 

in the performance of each fold and final model were chosen as 

a best performance to fold as a parameters. 

 

 

3.4 Visualization of “Class activation map (CAM)”  

“CAM was used to find the properties recognised by the 

proposed CNN model came under the division of 

glaucomatous and normal discs” [26]. Using “global 

average pooling (GAP) on the convolutional feature maps 

and an FC layer that provide output in right manner” (Fig. 

4), [27] the weights of the output layer were projected back 

on the convolutional feature maps. 

 

3.5 Making use of an SVM classifier with a larger CDR 

The SVM classifier was trained using features of the 

glaucomatous disc, such as an increased CDR and thinning 

when the neurorational rim were in the form of  the superior 

or inferior. The green and red channels were added to the 

previously processed images first.  The red channel which 

described the disc margin, while the cup area was calculated 

by the green channel. “The higher ranking and second class 

junctional points of the disc border were moved along with 

the vertical meridian were utilized to calculate the diameter 

of the vertical disc. K-means clustering was used to figure 

out the area of the cup after the duplicated data were taken 

out by subtracting the mean and standard deviation.” 

 

 

Fig: 4 shows the “class activation map that is connected 

to the top layer of the suggested CNN model. CAM, which 

was created using GAP and the multiplication of each 

channel by the specified weight from the fully connected 

(fc) layer, highlighted the key locations for the final 

categorization (W1, W2. . .Wn). CNN is for convolutional 

neural network; CONV stands for convolutional; and GAP 

stands for global average pooling.”  
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Fig: 5 shows the “disc margin, cup area, vertical cup-to-

disc ratio, and superior and inferior neuroretinal rim-to-disc 

ratios. (A) Color fundus image after ROI extraction; (B) 

green and red channel processing; (C) vasculature removal; 

(D) mean and standard deviation removal; K-means 

clustering and morphological noise reduction Cup border 

(green line), superior and inferior rims, vertical disc 

diameter (blue points), and cup diameter (red points) (purple 

arrow). ROI: Region of Interest.” 

 

The processed picture was divided into two halves and 

produced through green channels using a K-value of 2 [28]. 

The width of superior and the inferior neurorational rim was 

calculated the division of rim-to-disc and the diameter of the 

vertical disc were calculated by the CDR with the length of 

the vertical cup. The three characteristics were supplied to 

the RBF kernel-based SVM classifier in order for it to 

categorise them. Grid searches and the Scikit-Learn SVM 

model were used for prediction [29]. 

 

3.6 Statistical analysis 

The final count of the test images were divided the 

categorization of healthy and glaucomatous, sensitivity, 

specificity, and accuracy were guided and also utilize to 

evaluate the performance of our model. To learn the module 

Python sick were used for presenting The ROC curve and 

area under the RPC curve (AUC), false positive rate were 

represented by the X-axis and the true Positive rate were 

represented by the Y-axis.Because the bulk of the 

measurements from the test images was not normally 

distributed, the proper and erroneous predictions between 

the images were compared and the clinical characteristics of 

these things were offered by the non-parametric tests. The 

data and the Mann-Whitney U test were categories as for 

continuous variables and as a data with the Chi-Square test. 

SPSS was used to conduct the analysis. 

4. Result 

4.1 Analytic performance of the CNN model 

The diagnostic accuracy, sensitivity and specificity were 

categorize with 95.0%,95.7% and 94.2% in the total set of 

187 with the Utilization of TVGH-CNN model with the test 

photographs from the TVGH data set and it also detecting 

the Glaucomatous eyes with 0.992 which was described in 

the table 2 and the figure 6. 51 test images from the Drishti-

Gs data set were classified worse job as a model of TVGH-

CNN with 33% right forms,it indicate the model was not as 

good in generalization.so CNN-TVGH made two plans to 

solve the restrict issue : 

• By using training images from the data set of 

Drishti-GS to optimize the TVGH-CNN as 

primarily. 

• Second, a collective model that used CDR for 

classification was applied when the CNN 

classifier's confidence score was low. 

The test -pictures in the “Drishti-GS” were under the 

classification of CNN model would improve when the 50 

training pictures of dataset in the Drishti-GS were mutually 

added with the data set of TVGH training method which 

helps to improve the fine-tuned CNN model “(T&D-CNN 

MODEL)”.accuracy, sensitivity and specificity to 

diagnostic the Drishti-GS under the T&D-CNN model’s 

were enhanced with 80.3%,73.6%and 100% and finally an 

AUC of 0.937 .From the Table 2 and the Figure 7 we can 

analyze the datasets of Drishti-GS into TVGH which 

integrate and determine the optimum images which were 

restricted the training images under the T&D-CNN MODEL 

we can also evaluate the training image preprocessing 

,enlargement  and ROI extraction and its function.The 

results revealed that using ROI increased the model's 

performance. As shown in Table 3, Drishti-GS suggests that 

preprocessing and augmentation dataset performance were 

improved with few images. 

 

4.2 The diagnostic performance of the ensemble 

model 

In order to prevent leaving out individuals who were 

moderately to severely ill, an ensemble model for 

categorisation was also created. This model used a CDR-

based SVM classifier when the CNN classifier's likelihood 

dropped below 0.85. The CNN classifier's twofold 

arrangement likelihood is shown by the likelihood value. A 

variety of threshold values, starting at 0.5 and increasing by 

0.05 increments up to 1.0, were evaluated to determine the 

threshold value by measuring the sensitivity and specificity 

of the ensemble model. 

 On test photos from the “TVGH and Drishti-GS 

datasets”, the collaborative model had the maximum 

sensitivity and specificity at a threshold value equal to 

0.849. The SVM classifier was trained using the “TVGH 

dataset”. and the diagnosis precision for the test pictures 

from TVGH and Drishti-GS was 76.7 percent and 72.5 

percent, respectively. by employing the collaborative 

model. 

 

Table 2. Diagnostic capability of the CNN model, SVM 

model, collaborative model and fine-tuned CNN model in 

identifying glaucomatous disc. 

 Dataset of test images 

TV Drishti-GS 

Model

s 

Acc

urac

y 

Spec

ificit

y 

Sen

sitiv

ity 

AUC 

(95% 

CI) 

Acc

urac

y 

Speci

ficity 

Sens

itivit

y 

AUC 

(95% 

CI) 

TVG

H-

CNN 

model
a 

95.1

% 

94.1

% 

95.6

% 

0.991 

(0.984–

1.0) 

33.2

% 

100 

% 

10.0 

% 

0.763 

(0.632

–

0.894) 
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SVM 

model
a 

76.8

% 

78.2

% 

75.6

% 

0.807 

(0.740–

0.872) 

72.4

% 

76.8

% 

71.1

% 

0.782 

(0.617

–

0.950) 

Collab

orative 

model 

92.7

% 

95.5

% 

90.5

% 

 80.2

% 

92.4

% 

76.4

% 

 

Fine-

tuned 

T&D-

CNN 

model
b 

93.8

% 

95.5

% 

92.5

% 

0.985 

(0.972–

0.998) 

80.2

% 

100 

% 

73.5

% 

0.936 

(0.874

–1.0) 

 

 

 

 

Fig: 6 CNN models' ROC curves 

 

The CNN models' ROC curves for differentiating between a 

healthy disc and a disc with glaucoma are shown in Figure 

6. The output of the TVGH-CNN model, which was built 

using TVGH-training pictures to calculate TVGH test 

pictures, was shown by the TVGH-ROC curve. The 

outcomes displayed by the CNN model created using the 

Drishti-GS training pictures to anticipate the Drishti-GS test 

images were supplied by the Drishti-ROC curve. To predict 

the “TVGH and Drishti test images”, It utilized the 

combined TVGH and Drishti training datasets. 

Convolutional neural networks are referred to as CNNs, and 

ROC stands for receiver operating characteristic. Improved 

diagnosis accuracy of the Drishti GS test pictures but 

comparable diagnostic precision to the updated T&D - CNN 

model. However, nothing changed for the better. 

4.3 Factors influencing the CNN classifier's 

performance 

Identify the likely factors that may lead to incorrect 

categorization using our system, we examined the clinical 

characteristics for the proof graphs with accurate and 

incorrect predictions. (Table 4). 

 The glaucoma photographs that were properly diagnosed as 

having the disease had a higher CDR and a worse visual field 

defect than the photos that were incorrectly labelled. The 

deviation of all GON photographs that were wrongly 

categorised and was less than -6 dB, as was the case with all 

of the pictures. The CDR values of images of healthy eyes 

misclassified as having glaucoma were higher than those of 

properly labelled photo figure 7 shows example CAMs with 

superimposed images that distinguish between patterns in 

healthy and glaucomatous eyes. “The parapapillary atrophy 

region and cup in the affected eyes (A, B) and the nerve fibre 

bundles retinal rim in the healthy eyes were where the hot 

spots (red colour) were decolour (C, D). “The overlay 

images with the disc as the CAM's focal point allowed us to 

discern between the CAM patterns in glaucomatous (E) and 

healthy eyes (F). CAMs are class activation mappings. 

 

 

 

 

 

 

 

Table 3. Impact of image processing on the performance 

of the proposed CNN model in identifying glaucomatous 

discs using a mixed training dataset including training 

images of Drishti-GS and TVGH datasets. 

 Dataset of test images 

 TVGH Drishti-GS 

MTVds 

included in 

image 

processing 

Speci

ficity 

Sensit

ivity 

AUC 

(95% 

CI) 

Spe

cific

ity 

Sensiti

vity 

AUC 

(95% 

CI) 

All a 95.4

% 

92.6

% 

0.984 

(0.972–

0.998) 

100

% 

73.6% 0.937 

(0.874–

1.0) 

All except 

ROI 

selection 

93.4

% 

89.4

% 

0.978 

(0.960–

0.996) 

100

% 

55.2% 0.887 

(0.789–

0.984) 

All except 

preprocessin

g 

97.7

% 

94.6

% 

0.993 

(0.985–

1.0) 

84.6

% 

84.2% 0.897 

(0.794–

0.999) 

All except 

augmentatio

n 

95.4

% 

96.8

% 

0.990 

(0.997–

1.0) 

92.3

% 

68.4% 0.925 

(0.849–

1.0) 

 

We performed pre-processing, augmentation, and ROI 

selection. The augmentation was done using the 55 training 

images from the “Drishti-GS dataset”, with a final image 

count of 30.000 after rotating, shifting, sheering, and 

zooming. Taipei Veterans General Hospital is referred to as 

TVGH. Convolutional nTVl neA convolution red to as 

CNN. Area under the curve The area referred to as AUC. 

Table 4. Clinical characteristics for the test images and 

relationship with the prediction of the deep learning 

algorithm. 

 POAG Control 

 CNN prediction CNN prediction 

 Correc Incorre P- Correct IncorreP- 
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t N = 

87 

ct N = 7 value
a 

N = 83 ct N = 

4 

value
a 

Age (years) 58.85±

15.71 

62.00±2

.52 

0.389 62.26±

19.55 

51.75±

23.26 

0.297 

Sex 

(Female, %) 

33 

(37.9%

) 

1 

(14.28%

) 

0.210 49 

(59.03

%) 

4 

(100%) 

0.101 

CDR 0.80±0

.11 

0.67±0.

21 

0.037 0.41±0.

14 

0.57±0.

10 

0.018 

Visual field       

Mean 

deviation 

(dB) 

-

6.49±5

.47 

-

2.16±2.

27 

0.015    

PSD (dB) 6.28±3

.72 

2.97±1.

51 

0.011    

Average 

RNFL 

thickness 

(μm) 

72.79±

11.06 

80.71±1

0.92 

0.750    

 

 

4.4 Visualization Of Predictive Features 

“CAM was used to reveal the attributes that were used by 

our CNN model to categorise the depict categorize areas 

were highlighted in blue, whilst critical regions for 

classification were marked in red. Different CAMs were 

found in glaucomatous and healthy eyes. The hot spots were 

more commonly seen in the parapapillary atrophy and cup 

areas in the images of the glaucomatous eyes than they were 

in the retinal nerve bundles or at the neuroretinal boundary 

in the images of the healthy eyes. The overlapping images 

revealed the distinction between the two groups (Fig 7).  

5. Discussion 

According to this study, test pictures obtained by a desktop 

fundus camera using colour fundus and CNN-based 

automated glaucoma diagnosis had high accuracy when 

compared to the calibre of the dataset. How generalizable 

the classification model was, however, depended on the 

depending of the training data. A limited number of images 

from the desired test population were added to the training 

dataset, considerably enhancing the CNN detection model's 

accuracy. With this modification, CNN fared equally well 

or better in terms of diagnostic performance than the 

ensemble model that included CDR. CAM demonstrated 

that our CNN model accurately caught features of the optic 

disc that enable individuals to perceive glaucomatous 

changes. 

For deep learning to successfully categorise reties 

categorize, the quantity and quality of the training data are 

essential [19, 20]. Contrary to the diagnosis and grading of 

diabetic retinopathy, which only uses fundus images, the 

diagnosis of glaucoma necessitates a range of 

morphological and functional tests [18]. It is extremely 

difficult to gather tens of thousands of glaucomatous fundus 

images with a precise diagnosis and thorough profiles of 

functional and anatomical factors. This issue was overcome 

in some studies aiming to build CNN classifier a using a 

large number of fundus images by separating referable GON 

but not definite GO definite findings of the fundus photos 

and agreement between clinicians [16, 30]. 

This method has a basic issue in that it is difficult to assess 

how well any one method works as a diagnostic tool for 

photos with different degrees of disease intensity. 

According to a research by Cristopher et al. [15], the 

performance of the deep learning system changed 

depending on how severe the GON was. Their research 

confirmed our theory, showing that glaucomatous eyes at an 

earlier stage were more likely to be mistaken for normal. 

Deep learning algorithms may therefore perform differently 

in terms of identifying glaucoma and are more likely to miss 

early GON depending on the severity of the condition. [15].  

Due to the fact because model was developed using a limited 

number of fundus images, its generalizability was low. The 

lack of diversity in our database may be the cause of the poor 

generalizability of our model; however, it is unclear whether 

using more images from diverse origins would improve the 

generalizability of a deep learning model because the CNN 

model's validation on other databases has not been 

thoroughly investigated [15, 16]. Phene et al. showed that a 

deep learning approach with 58033 fundus images as its 

training data had variable diagnostic accuracy in 

recognising GON on two validation datasets with an AUC 

of 0.940 and 0.858 [17]. 

Liu et al. [30] used 241032 images from 68013 people to 

train a CNN classifier to recognise glaucoma. On images of 

people of different ethnicities and of differing ethnicities 

CNN classifier still continued to perform badly an AUC 

decreasing from 0.996 with internal validation set to 0.923 

and 0.823, respectively. Even with the largest picture 

collection available to date, this is true. The performance of 

a deep learning model in diagnosing diabetic retinopathy 

peaked at about 60000 images, according to Gulshan et, al’s 

research [19]. Therefore, in order to increase the 

generalizability on classifier for glaucoma diagnosis, 

strategies other than adding more pictures to the training 

dataset should also be considered.” 

We recommended the following two methods to broaden the 

applicability of our model: In order to improve this mixed 

model's diagnostic performance for photos of varied origins, 

the CNN model was initially fine-tuned using a small 

sample of images from the target test dataset. When there is 

no accessible large-scale glaucoma image data sets or a 

common deep learning algorithm for glaucoma diagnosis, 

this strategy, which is not innovative but beneficial, tries to 

construct clinic-based glaucoma screening algorithms 

utilizing a small number of pictures from each clinic.  

The study by Diaz-Pinto et al. [31] produced similar 

findings. It was based on diagnostic performance of the 

varied models depending images which were under the 

training,  the test dataset was  used to train the model, with 

an AUC ranging from 0.9605 to 0.7678, respectively. This 

was done in order to test the generalizability of their CNN 

model using five publicly available datasets.” 

The ensemble model was included in the second choice that 

included the CNN classifier's confidence score was low 

based the CDR.Raising GON is the primary intention of the 

ensemble model was to use to prevent missing occurrences. 

However, the results demonstrated that both the ensemble 
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model and the tweaked CNN model functioned 

diagnostically. Therefore, clear diagnoses of GON is not 

available  when the  large image dataset is applicable, at first 

hundreds of high-quality images were built with CNN 

model and then it could be fine-tuned using some images 

from the target test population to increase the model's 

diagnostic power in the target test population. 

The CAM demonstrated that the class-discriminatory areas 

of the CNN model co-localized with the well-known GON 

characteristics. While photographs of healthy eyes exhibited 

hot spots close to the neuroretinal rim and nerve bundles, 

the majority of photos that were correctly diagnosed as 

glaucoma images had hot areas of the CAM in the cup 

region. This finding supported Christopher et al assertion 

that the superior and inferior portions of the neuroretinal rim 

are the critical elements for employing a deep learning 

system to identify between eyes with GON and healthy eyes 

[15]. These findings helped the CNN model classify 

glaucoma more accurately and may allow for additional 

advancements. 

There are certain limitations to our research. Since the 

training dataset was only gathered at one medical institution 

with a limited number of images, the generalizability of our 

model may be in question. On test images from various 

sources, our model performed badly as expected, however 

this may be corrected by using the revised model. More 

research is needed to determine if deep learning algorithms 

for glaucoma detection, particularly for population-based 

glaucoma screening, are generalizable because the fundus 

images utilised for glaucoma diagnosis may differ in layout, 

quality, and visibility of the RNFL. The use of a ROI centred 

at the ONH to develop a model to reduce the size and 

complexity of the pictures is the second limitation of our 

study and may result in information loss and difficult pre-

processing for clinical application. 

  The photos in table 3 were the comparison of sensitivity 

and specificity in the model which increasing stage of ROI 

extraction. Other deep learning technique did not examine 

the performance on algorithms based on the addition to 

VGGNet , the TVGH-CNN model's performance and 

generalizability did not significantly differ when utilising 

things like “AlexNet, GoogleNet, or Xception (data not 

shown)”  based on CNN algorithms, There is just a little 

difference between VGGNet, Inception, and ResNet50 in 

distinguishing GON, according to Christopher et alresearch, 

which validates our findings, with similar AUC values of 

0.89, 0.91, and 0.91 [15]. 

Last but not least, our model might not be relevant to 

instances with these cases of features with severe or 

abnormal disc appearances and cataract other than drusen 

were not included in the dataset. No measurements, counts, 

or considerations of disc size, disc haemorrhage, or 

peripapillary atrophy were made in this investigation, 

therefore it is uncertain how these factors affected the CNN 

classifier's performance. 

6. Conclusions 

The small number of fundus images were up skill through 

the proposed extensive learning model, correctly diagnosed 

all instances of mild to moderate disease and distinguished 

GON with high accuracy on photos of comparable quality. 

By carefully adjusting the model to raise its diagnostic 

accuracy for images from multiple sources, it could be able 

to develop glaucoma screening based on clinic with the CNN 

classifier. Through the human perception the identification 

of GON were framed while similar properties was caught 

accurately with the model CAM demonstration. Glaucoma 

screening is aided with the practical method which were 

detected by the deep learning -aided GON based on the 

mentioned findings, but a learning model's generalizability 

has to be established before it can be used to the intended test 

people. 
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