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Abstract: Heavy metal contamination in agricultural soil is currently a global issue. The traditional approaches for soil heavy metal (HM) 

estimation are insufficient for large-scale and in-time monitoring and assessment. AVIRIS hyperspectral imaging can be utilized in better 

way to estimate HM concentrations in soil. The authors employed transfer learning model to classify the images, further HM concentration 

estimation was compared with the actual values. Experimental findings show VGG19 outperformed other deep learning and machine 

learning models and yielded a consistent accuracy of 81.25% starting from epoch 134 to 200 epochs. The root means square error (RMSE) 

values of different heavy metals, arsenic (As), cadmium (Cd) and lead (Pb) were found to be 2.89, 0.12, and 0.22 and the mean square 

value (MSE) value was evaluated to be 0.96, 0.01, and 0.04, respectively. The results of HM estimation proves that the proposed technique 

is efficient and effective. 
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1. Introduction 

Soil, considered to be the vital component of the 

ecosystem, directly affects the creature’s health. Many 

human activities, which include wastewater, parent 

materials, sewage sludge, and the irrational use of 

pesticides, are the sources of soil heavy metals (HM). HM 

crop enrichment poses a major hazard to human life and 

health. In recent years, hyperspectral images (HSIs) have 

grown in popularity for acquisition, analysis, and 

application as remote sensing observation technology has 

advanced. This captures the weak discriminative features 

of HM due to their abundant spectral information. Most 

studies that concentrate on estimation of soil HM via 

remote sensing (RS) have focused on the visible–near- 

infrared (VNIR) region [1] of the spectrum (i.e., 350–2500 

nm), with the mid-infrared (MIR) and far-infrared (FIR) 

wavelengths being employed significantly less frequently. 

This is because the visible–near-infrared spectrum 

contains soil characteristics and hundreds of sensors that 

capture a plethora of information. 

Major properties of ground objects are revealed rapidly in 

the restricted spectral ranges of HSI. In general, HSI 

comprises of contiguous spectral bands where the data 

redundancy and correlation are higher, which leads to the 
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"Curse of dimensionality". Unlike multispectral images 

(MSI), HSIs also extract data from a set of contiguous 

spectral bands, allowing for better feature extraction and 

object detection. So, there is a need to reduce the spectral 

characteristics while preserving the most vital information 

in classification [2] from HSIs. However, the HSI 

classification is difficult due to the restricted datasets, 

multi-dimensional characteristics, bands that are strongly 

connected, and mixed spectral and spatial information [3]. 

Nowadays, the widely used method for estimating HM in 

soil is to employ ground HSI data, which involves pre- 

treatment of spectral characteristics, spectrum 

augmentation, feature selection, and modelling [4]. 

Because, soil has low HM content, preprocessing the 

spectra to increase weak spectral information is required. 

Since the 1990s, lab-based techniques including 

Inductively Coupled Plasma Spectrometry [5], Optical 

Emission Spectroscopy [6], and Atomic Absorption 

Spectrometry [7] have been the standards for detecting 

HM. Several studies investigating the relationship 

between HSI data and HM contamination in agricultural 

soil have been conducted in recent years, including Lead 

(Pb), Cadmium (Cd), Arsenic (As), Chromium (Cr), and 

Zinc (Zn) using lab-processed soil and HSI data while 

using numerous learning approaches [8]. The estimation 

of heavy metals using hyperspectral images can be done 

using the methods: i) pollution index, ii) enrichment 

factor, iii) ecological risk index, iv) environmental risk 

index, v) spectral unmixing of linear mixing model, vi) 

geo-accumulation index and many more. 
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The two important approaches used in hyperspectral 

images are extraction and selection of features. The 

former process includes the transformations to transfer the 

original space onto a lower dimensional plane. During this 

process, a few features are degraded, affecting their 

physical interpretation. The later picks an ideal subset that 

reflects the original space keeping physical interpretation 

of the original HSI, also known as the band selection 

method, which is preferred over the feature extraction 

process on HSIs. Feature selection is categorised into 

supervised and unsupervised based on the label of the 

data. Supervised approaches require labelled data, and 

they frequently use criteria selection through 

classification performance to select the most informative 

bands. Unlabelled data, on the other hand, was classified 

using unsupervised methods. i.e., no prior knowledge of 

the class samples is required as the methods will neither 

require the class measures nor the classification accuracy 

obtained during band selection. Despite the higher 

classification accuracies provided by supervised 

algorithms, unsupervised band selection approaches are 

preferred as there is more scarcity when compared to 

unlabelled data [9]. Nowadays, deep convolutional neural 

network (DCNN) models perform better for classifying 

hyperspectral image data. 

1.1 Estimation of Heavy Metal using Geo-accumulation 

Index (Igeo) 

The images thus classified are estimated for heavy metal 

concentration using geo-accumulation index. This index 

[59] calculates a single metal concentration to determine 

the pollution degree as an important parameter using the 

equation mentioned below: 

Igeo = log 2 [ Cn / (K * Bn)] (1) 

where Cn is the metal concentration, and Bn is the metal's 

background concentration. k is 1.5 in our experiment, as 

the background factor. In Table 1, the threshold values of 

Igeo concentration levels were grouped for different 

classes and the subsequent Section 2 will help us to know 

the techniques applied over the hyperspectral images for 

estimation of heavy metals. 

 

 

Table 1: Geo-accumulation index threshold value 
 

Classes Igeo calculated values (Metal concentration) 

0 Less than zero (No contamination) 

I 0 to 1 (No to Moderate contamination) 

II 1 to 2 (Moderate contamination) 

III 2 to 3 (Moderate to Heavy contamination) 

IV 3 to 4 (Heavy contamination) 

V 4 to 5 (Heavy to Extreme contamination) 

VI Greater than five (Extreme contamination) 

 

The goal of this research is to provide a unique technique 

for spectral image analysis. In this paper, the authors 

proposed an efficient model for the estimation of heavy 

metal concentration with transfer learning models for 

classification and a geo-accumulation index (Igeo) for 

estimation. The proposed technique is based on the 

application of transfer learning models that recreate the 

original features effectively with the help of limited 

features. The advantage of the suggested approach is that 

it allows for the detection and extraction of significant 

information while preserving data of spatial and spectral 

features. Moreover, it improves HSI classification even 

when there is a limited number of labelled samples. In 

addition to this, assimilating multi-objective variables to 

increase the accuracy of soil heavy metal stress levels 

based on the following factors: i) Fractional abundance 

determines the abundance i.e. spectral unmixing of the 

component materials or endmembers, as the images are 

selected accordingly; ii) calculating the reconstruction 

error, or the distance between the field and the estimated 

values; iii) Feature Selection (Selection of highly 

correlated bands), iv) increased pixel density; and v) 

estimating heavy metal concentration using the geo- 

accumulation index. The rest of the paper is structured as 

follows: Section 2 describes the existing state-of-art 

literature of estimating heavy metals, Section 3 describes 

the proposed methodology for estimation of heavy metals, 

Section 4 describes the dataset and its spectral profiles, 

Section 5 describes experimental results, and finally 

conclusion and future work is discussed in Section 6. 
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2. Existing State-of-Art Literature of Estimating 

Heavy Metals 

In [10], the authors describe a four-layer CNN model for 

soil detection on eighty synthetic hyperspectral bands and 

the WorldView-2 satellite's original eight multispectral 

bands. This significant improvement implies that the 

performance of the proposed model was improved by 

utilising pan sharpened HSI bands. In one study [11], the 

researchers proposed a new crop/weed identification 

system that combines fine-tuning pre-trained 

convolutional networks with "traditional" machine 

learning classifiers and with previously deep extracted 

features. In [12], the CNN technique was used for 

classification with a training and validation accuracy of 

99.86% and 97.68%, respectively. For study comparison, 

most Deep Learning models were trained with 

ResNet152V2 with an accuracy of 99.15%, VGG16 with 

97.58%, VGG19 with 98.44%, InceptionResNetV2 with 

98.15%, XCeption with 98.86%, and Densenet201 with 

98.58%, respectively. In [13], the performance of 

multivariate HSI vegetation indices was applied to 

estimate the arsenic content in agricultural soils. In [14], 

the Geo-accumulation (Igeo) and the potential ecological 

risk (PER) index methods were used to assess the mine 

dump's heavy metal pollution for Cu, Pb, Cd, As, Zn, and 

Cr. Table 2 shows the summary of models used for 

estimating heavy metal concentrations. 

 

 
Table 2: Various models employed for heavy metal estimation in the existing literature 

 

References Models Type of soil data As Cu Pb Cr Zn Ag Cd 

[13] Successive projection 

algorithm 

Rice data √     √  

[14] Igeo   and PER index 

method 

Mine’s topsoil √ √ √ √ √ √ 

[15] Igeo   and PER index 

method 

Soil near river 

watershed 

 √ √ √ √  

[16] Igeo index method Sediments near 

seacoast 

 √ √ √  √ 

[17] Igeo index Agricultural soil √      

 

In one of the papers, convolutional neural networks 

(CNN) [17] is a peculiar method considered in deep 

learning which allows to build and train the systems. The 

CNN layers are an important constituent for feature 

extraction, with an adequate number of layers. Various 

convolutional models such as VGG16 [22-23], 

InceptionResNetV2 [24] and VGG19 [25] consumes less 

power with RMSprop optimizer during computation were 

compared during the classification process. The best suit 

of training models to yield the highest classification 

accuracy over the HSI data are discussed. At first, the 

HSIs are trained, various classification techniques were 

employed, and the results are analysed for the best 

classification accuracy. 

3. Proposed Methodology for Estimation of 

Heavy Metals 

To begin, the dataset was stabilised by performing an 

image augmentation process on three-class samples. Then 

the remote sensing images were resized and then balanced 

to be of the same resolution. It was, then expected in this 

work that using AVIRIS data with a classification-based 

algorithm on agricultural soil would produce significant 

correlation and outcomes that are comparable to the best 

models (using less noisy data) used in the literature. 

Second, by utilising endmembers, high-risk agricultural 

soil could be recognised using reasonable metrics. Third, 

it is expected that using spectral preprocessing, and data 

augmentation will help improve the baseline models' 

accuracy. Fourth, a comparison of a few of the transfer 

learning models to achieve maximum classification 

accuracy. Finally, we used Igeo to estimate the heavy metal 

concentration. Overall, this work was successful in 

identifying an effective technique with multi-objective 

variables using remote sensing hyperspectral images that 

provides a nonetheless accurate alternative method for 

arsenic, cadmium, and lead contamination detection. The 

collected data was from publicly available sources, and 

the algorithms were written in Python. Figure 1 depicts a 

workflow of all the major steps of the proposed 

methodology. 
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Fig. 1 Workflow diagram for heavy metal estimation from hyperspectral satellite data 
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4. Dataset and its Spectral Profiles 

The study region is one of the country's most important 

regions of the USA and is acquired from the URL: 

https://aviris.jpl.nasa.gov/data/free_data.html. This 

region is situated in 36°19'N latitude and 121°15'W 

longitude, respectively. This agricultural region receives 

an average rain of 23 inches, average snow of 0 inches, an 

average of 265 sunny days, and receives precipitation 56 

days per year. The number of sunny days is 205 and 

receives more rain than other localities in California, with 

an annual rainfall of 23.1 inches. 

The samples collected, were estimated for heavy-metal 

content in this region at regular intervals of time which 

avoids soil degradation, crop yield reduction, and human 

health issues. For the top layer of soil, publicly available 

data for soil HM concentration in agricultural lands (in 

mg/kg) were estimated. Soil As, Pb and Cd heavy metal 

estimation for agricultural soil with the AVIRIS 

hyperspectral data and their respective spectral profiles 

and basic statistical measures are shown in Table 3. 

Table 3: Spectral profile of As, Cd and Pb for greyscale and composite images with their statistical measures 
 

Composite and Grayscale 

image 

Spectral Profile of the 

composite image 

Statistical Measures of false colour 

composite image 

Arsenic 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Min Max Mean SD 

Band 1 360 65536 7874.89 

20041.00 

Band 2 0 65536 8930.84 

19692.62 

Band 3 21 65536 7354.85 

20218.65 

Band 4 41 65536 7760.69 

20077.98 

Band 5 38 65536 7746.51 

20082.79 

Band 6 34 65536 7702.94 

20097.87 

Band 7 0 65536 7083.31 

20313.48 

Cadmium 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Min Max Mean SD 

Band 1 459 65536 7251.17 

19327.32 

Band 2 6 65536 8280.69 

19008.65 

Band 3 16 65536 6681.84 

19514.66 

Band 4 26 65536 6978.40 

19418.17 

Band 5 24 65536 6974.41 

19419.43 

Band 6 21 65536 6941.34 

19430.11 

Band 7 0 65536 6509.97 

19572.58 
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Lead 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Min Max Mean SD 

Band 1 299 65486 9221.73 

21870.26 

Band 2 167 65486 9827.98 

21643.98 

Band 3 9 65486 8752.08 

22049.96 

Band 4 17 65486 8978.47 

21963.22 

Band 5 16 65486 8970.64 

21966.13 

Band 6 12 65486 8945.41 

21975.76 

Band 7 0 65535 8713.78 

22228.98 

 

5. Experimental Results 

5.1 Glimpses of the images obtained after pre-processing 

Several enormous studies inferred that HSI is to be pre- 

processed using geometrically or atmospherically 

corrective corrections before applying any model or 

algorithm. Three views of the HSI during preprocessing 

steps are shown in Table 5. The original images are 

sharpened using the bicubic interpolation technique [18] 

under geometric correction [19] in the preprocessing step. 

To minimise the scatter correction on the HSI data, a 

convex hull [20] is used. Table 4 shows glimpses of the 

pre-processed images obtained. 

Table 4: Pre-processed images for different heavy metals 
 

Heavy 

Metal 

Sharpened Image, alpha = 

10 

Convex Hull Image Flatten Greyscale 

Image 
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Cadmium 

 

 
 

 

 

 

 

 

 

 
Lead 
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5.2 Classification using the Transfer Learning Model 

The following section describes the best suit of training 

models to yield the highest classification accuracy over 

the HSI data. The VGG19 transfer learning model, which 

was tuned with the Adam optimizer and 

sparse_categorical_crossentropy_loss, performed better 

than the other Deep Learning Models. Table 5 summarises 

the results obtained from different deep learning models. 

Table 5: Deep Learning Model comparison for classification 
 

 
Models employed 

Train_accurac 

y 

Train_precisio 

n 

Train_recal 

l 

Val_accurac 

y 

Val_precisio 

n 

Val_recal 

l 

CNN 0.9216 0.9296 0.8627 0.5556 0.5556 0.5556 

Aug CNN 0.9688 0.9739 0.9634 0.487 0.4821 0.4696 

VGG16log 0.5576 0.6305 0.4316 0.5966 0.6543 0.4454 

InceptionResnetV 

2 

 
0.5576 

 
0.6305 

 
0.4316 

 
0.5966 

 
0.6543 

 
0.4454 

VGG19 0.9923 0.9945 0.9422 0.8125 0.8234 0.7626 

 

The images thus classified are estimated for heavy metal 

concentration using the various estimation models 

discussed above. These indices [26] calculates a single 

metal concentration to determine the pollution degree as 

an important parameter. After classification of the 

hyperspectral images using the pre-trained transfer 

learning models, the last step of this research work is to 

estimate the heavy metal concentration of arsenic, 

cadmium and lead using geo-accumulation index. Further, 

Table 6 signifies the geo-accumulation index factor of the 

field and estimated values of heavy metals for the 

agricultural soil under consideration. As the calculated 

geo-accumulation index value is less than zero for field 

value and estimated value implies that the region is 

uncontaminated. 

 

Table 6: Comparison of the field and estimated values for different heavy metals 
 

 Spectral value Calculated value 

Heavy Metal 
Standard 

Limit 
Field Estimated Field Estimated 

Arsenic 20 14.4 15.33 -1.0588 -0.9686 

 
Cadmium 

3 3.47 3.45 -0.3749 -0.3833 

Lead 100 6.69 6.73 -4.4868 -4.4782 

 

6. Conclusion and Future work 

 
This article proposed a framework to determine heavy 

metal estimation in agricultural soils, which was assessed 

using the NASA AVIRIS dataset. Pre-processing of the 

HSI involves removal of the noisy bands and duplicate 

images, resizing of images, and applying atmospheric 

correction methods. highly correlated bands, selection of 

pixels with higher density, and feature extraction. One of 

the transfer learning models, VGG19, yields the 

maximum R2 accuracy percentage as compared with the 

other deep learning models. The RMSE for arsenic, 

cadmium, and lead were found to be exceptionally low, 

which suggests that the observed and simulated values are 

close enough to be accurate. Also, while computing the 

heavy metal concentration using the geo-accumulation 

index (Igeo), the area under consideration was found to be 

uncontaminated. This work will serve the purpose of 

allowing government officials to take the necessary steps 

to estimate heavy metal concentration. Future work can be 

focused on improving the model’s optimization 

performance by adding more features or by altering the 

parameters to acquire a separate set of features to yield 

better results. 
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