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Abstract: Ripening is a normal phase in the maturation process of fruits and vegetables. Computer Vision (CV) along with deep 

learning models provided several opportunities in the field of the agriculture. One of the important applications of CV is to detect and 

identify the ripeness of the fruits and vegetables. Also, accurately detecting ripening of vegetables using computer vision aids the 

farmers in better harvesting.  For this purpose, deep learning models are used to extracts in-depth features from the images that 

consumes less time compared to traditional methods. These deep learning approaches, on the other hand, necessitate a big dataset and 

longer time for image classification. Many studies recommended using the transfer learning method to solve these issues. This paper 

proposes a model for the tomato ripeness detection and classification using transfer learning which uses VGG16 model. Further, to 

improve the efficiency of the method the top layer is replaced by a as Multi-Layer Perceptron (MLP) and employed a strategy of fine-

tuning approach. The proposed model with fine-tuning approach gives a better efficacy on the tomato ripeness detection and 

classification. 

Keywords:  Computer Vision (CV), Deep Learning (DL), Transfer Learning (TL), Multi-Layer Perceptron. 

1. Introduction

In India, agriculture plays a key role, and 

harvesting is still done by hand with the assistance of 

labour. Since the manual process is costly and time 

taking, there is great demand in automating agricultural 

processes like harvesting, pesticide spraying, 

classification of fruits and vegetables, detection of fruits 

and vegetables, grading the vegetables. One of the most 

essential factors in determining the maturity of a fruit is 

its quality. To distinguish the various phases of fruit 

ripeness, a grading system has been adopted. Maturity 

of fruits can be measured from the texture, shape, size 

and environmental changes. Fruit ripeness detection and 

classification via computer vision technology exploits 

on the fruit texture and colour for visual feature 

evaluation. Ripening is a normal phase in the 

maturation process of fruits and vegetables. Tomato is 

one of the commercial crops which contributes to the 

economy of our country. It is considered as protective 

crop because of its nutritive value and gives more yield. 

As it is short duration of crop and demand increases, the 

cultivation area increasing day by day. 

Ripeness detection and classification has 

become one of the most difficult challenges in computer 

vision today. [1] [2]. Various deep learning methods 

have been developed to automate the work which 

includes harvest detection [3], automatic fruit 

recognition [4][5], fruit classification [6], fruit ripeness 

detection [7], fruit disease detection [8]. In general, fruit 

recognition systems use the textual, shape and color 

feature descriptions. The feature descriptor algorithm 

extracts these features from the feature vector of an 

image.  

The most popular feature descriptor that used in 

deep learning and computer vision is convolutional 

neural network (CNN). The layered architecture is 

followed by the Deep Learning algorithms to extract 

distinct features. The Convolutional Neural Network is 

a Deep Learning technique that produces significant 

results in categorization and recognition of images. 

However, the traditional DL methods require big dataset 

and more time for image classification. To overcome 

these problems, many researchers proposed to use the 

transfer learning method. 
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Transfer Learning is a technique for reusing a 

model that has been learned on a machine learning job 

as a starting point for a new task. It allows us to share 

the learned features across different learning activities 

as illustrated in Fig. 1. The main advantages of transfer 

learning are saving training time, produces better 

performance and fewer data. So, to reduce the demand 

of big dataset and computational cost, transfer learning 

method which takes advantage of pre-trained models is 

used. 

 

Fig. 1. Traditional Learning vs Transfer Learning 

The aim of this paper is to present a model 

DeepCNN (DCNN) for detecting and classifying tomato 

ripeness build on VGG16 using transfer learning. 

The remainder of the paper is carried out as 

follows:  Section 2 outline the related work on the fruit 

ripeness detection and classification. Section 3 explains 

the proposed model of ripeness detection. Section 4 

show the experimental results the experimental results 

as well as an analysis of the outcomes of the proposed 

methods. Finally, the conclusions are discussed in 

Section 5. 

2. Related work 

Over the last several decades, numerous studies 

have been conducted to assist the assessment of 

vegetables and fruits quality in industry. Many 

applications that need visual examination of fruits, such 

as apples [9], dates [10], mangoes [11], citrus, and pears 

[12], have employed computer vision-based systems. 

The authors [13] constructed a classifier for tomato 

maturity detection with an accuracy of 84 percent based 

on colour, size, and weight. However, this technique is 

primarily concerned with size and weight. The degree 

of ripeness and defects have a big impact on tomato 

quality. 

In [14], a CNN-based model for extracting 

characteristics from a picture is suggested, as well as a 

MobileNetV2 model for identifying rotten fruits 

utilising Max Pooling and Average Pooling. The model 

was evaluated on a dataset including three distinct types 

of fruits, and it attained an accuracy of 94.97 percent 

when using Max Pooling and 93.72 percent when using 

Average Pooling. 

The authors of [15] presented an ANN classifier 

for determining apple ripeness. The ROI was extracted 

first, followed by colour features extraction from the 

segmented image. During the training phase, the 

classifier classified the image into one of three classes 

(immature, mature, and mature) based on the input 

colour features. 

In [16], the authors used machine learning to 

create four classifiers for the classification of mango 

ripeness stages during harvest. K-means, support vector 

machine, naive-Bayes, and feed forward neural network 

are the four classifiers (FANN). The classifiers were 

trained on mango biochemical properties like titratable 

acidity and total soluble solids before being tested on 

physical parameters such as weight and skin colour, as 

well as electrical properties such as capacitance and 

voltage The FANN classifier performed well when 

compared to other classifiers, with an accuracy of 89.6 

percent 

The machine learning method [17] using 

CIELab color space and support vector machine for 

classifying tomato ripeness maturity based on pixel 

colour produced a mean accuracy of 83.39 percent. The 

tomato maturity prediction system [18] predicts the 

maturity level of tomato by depicting the change in 

surface color of the fruit. The model is entirely 

dependent on predicting correlations between tomato 

maturity stages and the temperature. The authors of [19] 

introduced the FKCNN method by keeping the kernel 

constant throughout the training process. Instead of 

considering many features, the method classifies images 

based on their colour and size. It is appropriate for 

image classification based on simple visual features. 

Deep Learning based novel method is used for 

classification fruits with CNN architecture [20]. It is 

used for identification of fruits from 1200 images and 

achieved the accuracy of 98%. In [21], PCANet deep 

learning method is used for classification of images by 

employing multiple filter banks. For indexing and 

pooling in the model, filters, binary hashing, and block 

histograms were used. Instead of activation function, a 

non-linearity is deployed in final layer.  

Many researchers now choose to pretrain the 

model on a large dataset (ex. ImageNet) for feature 

extraction.  However, utilizing a smaller number of 

examples to train a new classifier dramatically raises the 

overfitting problem and results in poor observation [22]. 

Fortunately, numerous techniques such as dropout 

[23],[24] and data augmentation [25], [26] aids to 

prevent neural networks from being overfit on which 

this work concentrates on. 

3. Methodology 

The overview of the proposed methodology is 

shown in Fig. 2 consists of four steps: Image 
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acquisition, pre-processing, augmentation, and 

classification. 

 

Fig. 2.  Steps involved in Proposed methodology 

3.1. Image Acquisition 

For this work, images of different resolutions 

and sizes were extracted from Internet Sources and 

divided into two classes namely ripe as in Fig. 3 (a) and 

unripe as in Fig. 3 (b). There are 700 ripe and 700 

unripe images. All the images are collected in JPEG 

format and are RGB type where each color channel 

contains 8 bits per pixel. 

         

 

(a) 

(b) 

Fig. 3. Tomato images (a) Ripe and (b) Unripe 

3.2. Pre-processing 

Initially the pre-processing of images is 

performed to enhance the features by scaling the pixel 

values and data augmentation. Images in the dataset are 

of different sizes, so they need to be resized before 

being used as input to the model. The images are 

rescaled to 224 x 224 and given as input to the model. 

3.3. Augmentation  

Overfitting is sometimes prone to occur when 

training the model due to the small amount of data 

gathered, hence small adjustments to the image data are 

required after pre-processing. In this work the 

augmentation is performed to increase the dataset 

through small adjustments such as flips, translations and 

rotations. The image is translated along the horizontal 

and vertical axis of the image. The images are flipped 

horizontally and vertically and rotated randomly by 

specifying the number of degrees. The result of the 

augmentation is shown in Fig. 4. Table 1 displays the 

parameters used during augmentation. 

       Table 1.  Augmentation applied to the Dataset 

Parameter Value 

Width & Height Shift  0.5 

Rotation 90 

Horizontal& Vertical flip True 

Brightness  [0.1,0.7] 

     

 

Fig. 4.  Image before and after augmentation 

3.4. Image Classification 

Deep Learning is a subset of the Machine 

Learning which consists of more layers than Machine 

Learning. These methods have improved a lot in the 

field of Image Classification, Speech recognition, 

Object identification and detection [27]. 

In this work, a DeepCNN model with transfer 

learning is proposed without the top layer, utilising a 

pre-trained model called VGG16. The VGG16 model is 

trained on a dataset of more than 14 million images 

having around 1000 classes.  VGG16 model consists of 

16 layers out of which 13 convolutional layers followed 

by max pooling and 3 fully connected layers. Fig. 5 

shows the VGG16 model with image dimensions 

mentioned.  

 

Fig. 5. VGG16 Model Architecture 

 

Fig. 4.  illustrates the VGG16 model 

architecture with the fully-connected layer and 

generates the 1000 different output labels, whereas the 

dataset under consideration has only two classes for 

prediction. Hence, the top-layer of the model is 

1.  

 

     

 Image Acquisition 

 

Pre-processing 

Augmentation 

Image Classification 
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excluded shown in Fig. 6 and replaced by adding a 

multilayer perceptron block (MLP) which contains 

flatten layer, dense layer and dropout.  

 

Fig. 6. VGG16 Model without top layer 

The proposed DCNN model is built on VGG16 

with transfer learning. The images of size 224 x 224 

with 3 channels (RGB) are fed into the frozen 

convolutional layers of the VGG16 model and the 

visual features are extracted using ImageNet weights. 

The extracted features are then fed into the unfrozen 

layers for fine-tuning and next it is connected to the new 

MLP block which consists of fully connected layer and 

output layer. The output layer consists of two nodes 

which represents the two classes (ripe and unripe) with 

Softmax activation function. The proposed model used 

for ripeness detection and classification is shown in Fig. 

7. 

 

    Fig. 7.  Proposed DCNN model based on VGG16 

As shown in the Fig. 8.  the pre-trained 

convolutional blocks of the proposed model are frozen 

(non-trainable) to prevent the weights from being 

updated. By un-freezing (trainable), the last two pre-

trained layers are trained on the new dataset to fine-tune 

the specialized features from the dataset which is called 

as fine-tuning approach.   

 

Fig. 8.  Layered architecture of proposed DCNN model 

4. Results and discussion 

The proposed DCNN model is trained by using 

70% of dataset for training, 20% for validation and 10% 

for testing. The images are pre-processed before they 

are sent into the proposed method. Since the dataset is 

small, the image augmentation is used to expand the 

dataset by providing new variations of images at each 

epoch thereby reducing the effect of overfitting.   

Also, to achieve the promising results dropout, early 

stopping and strategy of fine-tuning is used. The 

proposed DCNN model is trained for hyper-parameters 

search and achieved the optimal performance with 

hyperparameter values as shown in Table 2. During the 

training process, a 16-batch Stochastic Gradient 

Descent (SGD) Optimizer with 100 epochs is employed. 

When the model's performance on the validation dataset 

starts to deteriorate, the training phase is terminated. 

After each epoch, the model's performance is assessed 

by defining a stopping patience of 20 epochs.  

Table 2.  Hyper parameter values used during training 

process 

Parameter Value 

Drop Out 0.3 

 Total Epochs 100 

 Early Stopping 20 

 Optimizer  SGD 

BatchSize 16 

Initial Learning Rate  1e-3 

 

During the testing process, the performance of the 

model is assessed by using metrics such as F-Measure, 

precision, recall and accuracy [30] as mentioned in (1-

4).   

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐴𝐶𝐶) =
TPn+TNn

TPn+TNn+FPn+FNn

     (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑃𝑅𝐸) =
TPn

TPn + FPn
           (2) 

 

      𝑅𝑒𝑐𝑎𝑙𝑙(𝑅𝐸𝐶) =
TPn

TPn + FNn
             (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
  𝑃𝑅𝐸 ∗ 𝑅𝐸𝐶

𝑃𝑅𝐸 + 𝑅𝐸𝐶
            (4)        

 

In the equations (1), (2), (3) and (4), TNn, TPn, 

FNn, FPn indicates the true negative, true positive, false 

negative, false positive respectively. 

  The process is carried out with and without 

applying the fine-tuning strategy.  The accuracy value 

of 88.46% is observed when the model is trained by 

freezing all the pretrained layers and it is shown in the 

Fig. 8. During the fine-tuning strategy, the training of 

the model is carried out without freezing the pretrained 

layers and the performance is increased to 96.66% as 

illustrated in Fig. 9. 
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Fig. 8.  Training without Fine-tuning  

 
Fig. 9. Training with Fine-tuning 

                  The confusion matrix and classification 

report of the model without fine-tuning are shown in the 

Table 3 and Table 4. The precision and recall of the 

model without fine tuning for ripe and unripe tomato 

are 88.5%. Furthermore, the model's F1-score is also 

88.5 percent, Hence, a fine-tuning strategy is used to 

increase the model's performance. 

Table 3. Confusion matrix using VGG16 without fine-

tuning 

Confusion Matrix using VGG16 without fine-tuning 

A
ct

u
a

l 
c
la

ss
 Prediction Class 

Recall 
 0 1 

0 66 8 0.89 

1 9 67 0.88 

Precision 0.88 0.89  

 

Table 4. Classification report for transfer learning using 

VGG16 without fine-tuning 

Tomato 

Classes 

Precision 

(in %) 

Recall  

(in %) 

F1-score 

(in %) 

 Ripe  0.88 0.89 0.89 

Unripe 0.89 0.88 0.89 

 

                        The confusion matrix and classification 

report of model with fine-tuning are presented in the 

Table 5 and Table 6. The F1-score, recall and precision 

of the proposed model using fine-tuning strategy are 

higher than those of the model without fine-tuning 

strategy. 

Table 5.  Confusion matrix using VGG16 with fine-

tuning 

Confusion Matrix using VGG16 with fine-tuning 

A
ct

u
a

l 
c
la

ss
 Prediction Class 

Recall 
 0 1 

0 72 2 0.97 

1 3 73 0.96 

Precision 0.96 0.97  

 

Table 6.  Classification report for transfer learning using 

VGG16 with fine-tuning strategy 

Tomato 

Classes 

Precision  

(in %) 

Recall 

(in %) 

F1-score 

(in %) 

 

Ripe  

 

0.96 0.97 0.96 

Unripe  0.97 0.96 0.96 

 

5. Conclusion 

                   The DCNN model based on the VGG16 was 

proposed for detecting and classifying the ripeness of 

tomato.  On providing the dataset as the input to the 

proposed model, the images are pre-processed, and data 

augmentation was carried out to improve the efficacy 

with the help of variations in the images. The results 

with and without fine tuning approach are compared 

and it is observed that the proposed model is performing 

well and having better performance in detecting the 

ripeness and classifying the tomato fruit. Added the data 

augmentation process in the dataset and applying the 

strategy of fine-tuning produced a more robust model. 

The usage of dropout and data augmentation to reduced 

overfitting and ensures the robustness of the proposed 

model. Future study will include using the proposed 

model to classify real-time tomato images with 

complicated backgrounds, as well as other fruits and 

vegetables with larger dataset. 
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