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Abstract: Sentiment analysis is one part of Natural Language Processing (NLP), where the system can understand the form of text. 

Sentiment Analysis itself requires an Artificial Intelligence (AI) algorithm. One of them is the Bidirectional Encoder Representation 

from Transformers (BERT), which can assess positive or negative sentiment, especially when discussing "Cryptocurrency" and "Non-

Fungible Token (NFT)" because in recent years. The discussion on these two topics has been widely discussed. On social media such as 

Twitter. In this study, a BERT model was created to assess sentiment analysis on "Cryptocurrency" and "NFT", by utilizing data crawling 

and pre-processing using Rapidminer (student version) with 86% accuracy and 87% precision. The results were obtained by selecting 

suitable hyperparameters such as learning rate 1e-7, epoch 5, and batch size 32. The results also increased from 2% accuracy to 3% 

precision. Further research needs to be done to improve the BERT model, not just an increase in the pre-processing part. In further 

research, the authors suggest combining several models or updating the pre-processing. 

Keywords: Bidirectional Encoder Representation from Transformers (BERT), Cryptocurrency, Non-Fungible Token (NFT), 
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1. Introduction

Cryptocurrency is being discussed a lot because it is one of 

the world's most famous types of finance, which still has 

several types of money type of risks. Since the beginning 

of currency development, Cryptocurrencies have affected 

several businesses, especially those related to finance in 

some broad cases.[1]. This currency can be used for 

exchanges and transactions by leveraging algorithms and 

complex cryptography to secure the network. It is 

undeniable that Cryptocurrencies are indeed related to the 

workings of the blockchain framework and take advantage 

of how the properties of blockchain are decentralized and 

transparent. However, central interests could not be 

controlled in a past cryptocurrency system. This way of 

working actually has a function in validating algorithms on 

blockchain in solving trust issues in all aspects of interest 

[2]. 

After a lot of trouble, the global economy wants to move 

towards an age where all transactions can be leveraged 

digitally with cryptocurrencies. Then applied to the entire 

community in digital form. In the future, the application of 

financial industry by utilizing digital payments through 

cryptocurrencies. The application of cryptocurrency as a 

medium of exchange is formed to exchange digital 

information. Cryptocurrency is now widely used because 

of its convenience of use and the security it provides. This 

happens Because there is no third-party involvement [3], 

[4]. In addition to cryptography, other technologies have 

been introduced, such as Non-Fungible Tokens (NFT), 

because they have recently received great attention in 

digital technology [5].. 

Recently, user interviews have been conducted regarding 

opinions and suggestions regarding the applicability of 

cryptocurrencies and NFTs. For researchers to understand 

users' opinions, attention needs to be paid, especially in 

Indonesia, because it can help the economy [6]. This needs 

to be identified whether the community has a negative or 

positive opinion. A larger user study is needed from social 

media. Big data collection is a challenge because 

traditional databases can not process the results and give 

slow results. Sentiment Analysis (SA) is one of the 

mathematical methods for categorizing statements 

(positive or negative) to analyze text-on-language data in 

several other types of communication, not only tweets [7]. 

Sentiment analysis is one way to categorize the opinions of 

users, audiences, services, products or customers, products, 

etc., which categorize them into negative, neutral, or 

positive relationships. This is usually the search for 

suggestions or opinions in identifying the speaker's opinion 

or attitude [7]. The purpose of the SA to look for common 

use cases for this technology is to ascertain and identify 

how people feel about certain topics. 
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Several studies are used in conducting SA, especially those 

utilizing Bidirectional Encoder Representation from 

Transformers (BERT) [8], [9] because transformer 

research is a new approach, so many use it as a means of 

determining positive or negative sentiment. Of course, by 

utilizing the training data that has been processed. In this 

study, the author utilizes the BERT in conducting (SA) 

assisted by Rapidminer (student version), which is used in 

cleaning, pre-processing, and initial processing. The 

application of SA has been studied in detail. It has its 

foundation in several kinds of literature: such as carrying 

out the proposed approach to sentiment analysis of data. 

All of them are collected on social media Twitter. [10] or 

also use other sources [11]. In previous work [12], his 

research discusses the opportunity of sentiment analysis, 

especially detecting sarcasm. The research [13] detects 

sarcastic undertones in sentiment analysis. In another study 

using BERT [14], this research has the weakness of a small 

amount of data and a pre-processing process that is less 

detailed. Improvements in data processing are needed so 

that the accuracy used by BERT increases. The ability to 

use RapidMiner (Student Version) needs to be improved so 

that the data used can be cleaner and there are no 

duplicates. 

So in this study, processing a lot of data on Twitter using 

Rapidminer (student version) with a more specific data 

cleaning process and selecting a more accurate learning 

rate. This study also aims to look at the results of sentiment 

on Twitter as a recommendation on whether crypto and 

NFT have a positive or negative impact. 

2. THEORY 

2.1 Sentiment Analysis 

SA cannot be separated where one of them is the process 

of how to see emotional expressions through language, 

which includes seeing the results of information 

originating from emotions, processing, and results from 

data analysis, and then classifying the results of the 

analysis selected text [15], [16]. Looking at the function, 

Sentiment analysis is a way to recognize emotions, 

affective computing, and polarity detection [17]. Text 

sentiment analysis is an essential technique in learning to 

perform natural language processing in attracting 

emotional factors, which is usually applied to crowd 

opinion monitoring, business intelligence, and AI [18]. 

There are all kinds of approaches to conducting text 

sentiment analysis: machine learning, hybrid-based 

Dictionary [19], [20] 

Lately, social networking sites are widely used by the 

public, so it produces a lot of academic focus, usually used 

in the analysis of networks and their contents in search of 

the results of the necessary data filters. Sentiment analysis 

is related to finding the results of the sentiment 

communicated by a work that comes from its content. This 

NLP technology can store long memories in looking at 

viral public opinion for decision-making, but much 

preliminary work is needed to address this [21] 

SA is very important because it is part of the development 

of the science of text mining which aims to get results from 

text that has been processed. This explanation needs to be 

classified into negative and positive or neutral classes. 

Several researchers, academics, and industry have used 

sentiment analysis on several media to obtain datasets from 

social media [22]. Sentiment analysis adapted from [23]–

[25] and presenting information in a holistic approach for 

sentiment analysis because it is very urgent and does not 

only talk about classification or categories.  

2.2. BERT 

Fig 1. Pre-Training and Fine-Tuning BERT model [26]. 

BERT is used in training or designing representations in 

different directions. In several studies that carried out the 

formation of the BERT model, it was necessary to 

configure one additional output layer to create the latest 

model and be able to do many tasks. The BERT model can 

perform unsupervised and supervised (unlabeled) data 

classification. Fig. 1 presents the essence of the procedures 

in fine-tuning and pre-training in the BERT procedure [26]. 

Figure 1 above describes the stages in BERT. This method 

usually has two phases: pre-training and refinement. In 

phase one pre-training, the model was trained on unlabeled 

data. It is important that the learned part of the model is 

initially initialized and fine-tuned using the components 

that were trained in the previous area. After that, set the use 

of labeled information/data from the beginning of the 

process. Even though the model starts with the same pre-

training parameters, each downstream task has its own 

customized model. 

BERT models typically utilize a multi-layer bidirectional 

Transformer encoder based on the original application 

described in [27]. Because the use of Transformers has 

been implemented almost indicatively and generally, it has 

become a complete background of the model architecture 

and refers the reader to [27]. 

Study [26] This Model is designed based on the encoder 

architecture of Transformers such as Sentiment Analysis 

[28], and Text Summarization [29]. Study [26] This study 
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has produced two types of BERT models, namely: 

BERTBASE and BERTLARGE.  

For the Transformers architecture, the number of layers in 

the encoder is 6 layers [30]. Each layer, as in the encoder, 

consists of two sub-layers, multi-head attention and feed-

forward, which have a normalization layer [30]. For the 

structure of the multi-head attention layer. For each word 

that is entered into the layer, it will be converted into Q, K, 

and V in the form of a vector where Q (query) is the word 

entered, K (key) is the keyword or meaning of the word 

that has been entered, and V (value) is the purpose or intent 

of the word that has been entered [30] The equation for 

multi-head attention can be seen in equation (1) and 

equation (2) [30] 

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑 (𝑄, 𝐾, 𝑉) = 𝐶𝑜𝑛𝑐𝑎𝑡 (ℎ𝑒𝑎𝑑𝑖 , … , ℎ𝑒𝑎𝑑𝑛)𝑊𝑂

 (1) 

ℎ𝑒𝑎𝑑𝑖 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 (𝑄𝑊𝑖
𝑄 , 𝐾𝑊𝑖

𝐾 , 𝑉𝑊𝑖
𝑉)    (2) 

Where W (weighted) is the parameter matrices(3) 

𝑊𝑖
𝑄  𝜖 ℝ𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑘 , 𝑊𝑖

𝐾  𝜖 ℝ 𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑘 , 𝑊𝑖
𝐾   

𝜖 ℝ 𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑘 , 𝑊𝑖
𝑉 𝜖 ℝ 𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑣 , 𝑎𝑛𝑑 𝑊𝑂  𝜖 ℝℎ𝑑𝑣 ×𝑑𝑚𝑜𝑑𝑒𝑙

    (3) 

Variable h sum is the parallel attention layer, and variable 

d is the dimension value of each parameter Q, K, V, and 

model. 

The output of each sub-layer is the normalization layer 

[30]. The equations are contained in the normalization 

layer in equation (4) [30]. 

𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚 (𝑥 + 𝑆𝑢𝑏𝑙𝑎𝑦𝑒𝑟 (𝑥))       (4) 

The variable x is the word embedding, and the Sublayer (x) 

is the output of the multi-head attention layer [30]. 

2.3. Comparison Other BERT Model 

This study aims to improve the sentiment analysis model 

as shown in table 1 below: 

Table 1. Comparison Method 

ref Sentiment 

Analysis 

Model 

Sentiment in 

Indonesia 

Language 

Deep 

Learning 

Large 

Data 

[31] Sastrawi Yes No No 

[32] Sastrawi Yes No No 

[14] BERT Yes Yes No 

Proposed 

Method 

BERT Yes Yes Yes 

Table 1 attached what differences will be made in the study 

compared to other research types so that in this study's 

improvement, large data will affect accuracy, confidence 

matrix, and precision. So the application of pre-processing 

and selection of hyperparameters is essential. The design 

model will be explained in further Research Units 

3. System Design 

In this section, the author will explain the design section 

used in conducting sentiment analysis on NFT and Crypto. 

So in this section, the author will divide it into several 

stages, first Crawling and Pre-Processing, second BERT 

Model, third hyperparameter, and fourth Evaluation 

3.1. Crawling and Pre-Processing 

large data, in this study, pre-processing was made using 

Rapidminer (Student Version). So the author can see the 

schematic in figure 2: 

Fig 2. Pre-Processing Proposed Method 

As shown in Figure 2, the pre-processing stage is carried 

out starting from several stages, especially from: 

1. Twitter Search: at this stage a tweet search 

(crwaling Twitter Data) is carried out using the Query 

Language "Crypto" and "NFT" especially using 

Indonesian 

2. Select Attributes: looking for attributes to be 

continued, at this stage only data in the form of "text" 

and "From-User" are passed to enter the next stage 

3. Remove Duplicates: At this stage, deletion is 

carried out when there is data that is identified as 

having the same contents. Its function is so that the 

data is data that does not have the same content 

4. Select Subprocess: At this stage, the letters that 

are commonly referred to as normalization contain 

meanings such as (!@#$%^&*()_+{}|”:>?<) 

5. Replace: At this stage, the words (http and after / 

https and after) are replaced with spaces, thus 

eliminating existing links 

6. Write CSV: At the end of this stage, the data 

results are saved in CSV format 

The difference in previous studies [14] is that there is no 

Replace stage, so the resulting data is not completely clean. 

Expected to contribute if using large amounts of data. After 

the above steps are carried out, the BERT model fine-

tuning is processed. 
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3.2. BERT Design 

To handle large data, at this stage, the use of the BERT 

Model is carried out by referring to Figure 3 below: 

 

Fig 3. BERT Design 

Figure 3 shows the BERT Design where after getting the 

data that has been processed, several stages are carried out 

in the BERT Design, such as: 

1. Read CSV: This is a process where data is read and 

comes from pre-processing 

2. Tokenization: At this stage, sentence solving is 

looking for word pieces 

3. Stemming: It is the process of finding basic words 

4. Fine Tuning: The process is carried out in BERT, and 

there is a selection of other hyperparameters 

5. Evaluation: This stage is an evaluation stage that 

compares the results of testing and training 

6. Result: At this stage, the evaluation results are 

mapped in the form of a confusion matrix, accuracy, 

and precision 

 

3.3 Hyperparameter 

To overcome a large amount of data, it is also necessary to 

set the correct hyperparameters, such as One of the 

parameters, namely, the learning rate, which is widely 

utilized in AI, especially (deep learning systems) and is 

also used in this BERT algorithm. The learning rate value 

usually ranges from one (1) to zero (0) [33]. Another thing 

is also essential in finding this value because the speed of 

learning is very much aligned with the amount of input data 

[34] 

Other parameters, such as Epoch, are used to repeat the AI 

learning process. The biggest the repetition, the longer the 

processing time. The accuracy and precision are better 

[35]. If you look at the batch size, this parameter is used in 

deep learning, which is usually used for the amount of data 

/ images that can be used, especially in network or model 

training [36] 

3.4 Evaluation 

For the results and measure performance, a confusion 

matrix is used to evaluate the trials. In this study, the 

function of the confusion matrix is to see the binding 

classification performance by looking at the test data. An 

example is attached to table 2 [37].. 

Table 2. Confusion Matrix [37]. 

Actual class Assigned class 

 Positive Negative 

Positive TP FN 

Negative FP TN 

Furthermore, this study used several formulas to look at 

precision, F1 scores and accuracy, and other indicators in 

conducting assessments to ensure the model  [38]. The 

formula in (5)-(7): 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                            (4) 

 

Recall =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                           (5) 

 

F1 Score = 2𝑥
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                     (6) 

4. Result 

In this section, some results of crawling and testing are 

presented. Below is the section that will be shown: 

a. Crawling data results 

b. Proposed Method for BERT Accuracy 

c. Proposed Method for BERT Precision 

d. Comparison Accuracy and Precision  

4.1 Crawling Data Results 

In the session the author will be on the results of 

“Cryptocurrency” and “NFT” through RapidMiner 

(Student Version). The author also does pre-process with 

some conditions to be removed, such as commas (@,(,), 

http, RT, etc.). Then if there is a punctuation mark it will 

be removed (only removing the punctuation mark (,) does 

not change the word or sentence). (Disclaimer = statements 

used in this study (see Table 3) obtained from publicly 

posted tweets and related news). 

Table 3. Tweet Result 

No Account Tweet Sentiment 

1 Monkeyman404 mata uang kripto 

adalah 306sset 

digital 

Positive 

2 Liputan6 seberapa amankah 

mata uang kripto 

dan bagaimana 

nasib 306sset 

pengguna jika 

dicuri 

Negative 

  

Table 3 is one of the results of the tweets obtained and 

shows the results of tweets with tweets originating from 

twitter (not essays), derived from the words 

"Cryptocurrency" and "NFT" data-preprocessing shows 

tweets that are very clean because the process, after This is 

the next most important stage is the stage of entering the 

results into the BERT Model. 

The data in SA processing that is utilized amounts to 4000 

Twitters, which results will be presented to show if the 
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opinion of each tweet contains negative or positive 

sentiments. (90% Training 10% Test data). 

4.2 BERT Accuracy 

In this study, several experiments were carried out to 

measure the results of sentiment on the words 

"Cryptocurrency" and "NFT" using hyperparameters in the 

form of learning rates in the range of 1e-5, 1e-6, and 1e-7, 

and utilizing various epochs along with Batch size of 32 as 

shown in Table 4. 

Table 4. Result Accuracy from the Study 

Using 32 Batch Size 

 Epoch 2 Epoch 3 Epoch 5 

Learning Rate 1e-5 51% 53% 53% 

Learning Rate 1e-6 80% 83% 85% 

Learning Rate 1e-7 80% 85% 86% 

 

Table 4 shows that the large change in epoch affects the 

accuracy percentage. The most important thing is that it 

explain the effect of learning rate on accuracy, which the 

best result of accuracy is 86%, with  Learning Rate at 1e-

7. This is because large data requires a smaller learning rate 

to get a suitable learning rate.  

4.3 BERT Precision 

By considering accuracy alone is not enough, this study 

conducted a trial to measure precision on words such as 

"Cryptocurrency" and "NFT" as in table 5. 

Table 5. Result from Average Precision from Study 

Using 32 Batch Size 

 Epoch 2 Epoch 3 Epoch 5 

Learning Rate 1e-

5 

51% 53% 53% 

Learning Rate 1e-

6 

80% 83% 85% 

Learning Rate 1e-

7 

80% 86% 87% 

  

The table shows that the best precision is at 87% by 

utilizing a epoch 5 and a learning rate of 1e-7 . This shows 

that the smaller the learning rate affects the accuracy of the 

larger data. Then, the larger number of epochs helps in the 

process of increasing precision. Here the researcher finds 

data processing is very difficult using BERT and needs to 

be considered in pre-processing and modeling. 

4.4 Comparison with Other BERT Models 

In this section the author will explain the comparison 

between the previous model and the one used by the 

researcher, shown in the following figure 5 

 
Fig 5. Result Comparison 

 Figure 5 shows the comparison results of previous 

studies by increasing the accuracy and precision parts, this 

happens because the pre-processing model used in this 

study can improve accuracy and precision. On the other 

hand, the right amount of hyperparameter selection can 

improve accuracy and precision. Accuracy is increased by 

about 2%, and precision is increased by 3%. 

5. Conclusion 

This study focuses on sentiment analysis of words such as 

"Crypto" and "NFT" with a very large amount of 4000 data. 

This study focuses on modeling using BERT and pre-

processing data using Rapidminer (student version). The 

results show that the accuracy is 86%, and the precision is 

87%. The results utilize a epoch 5 and learning rate of 1e-

7. Compared with previous studies, the authors managed to 

make a 2% increase in accuracy and 3% in precision. 

According to the next researcher, it will be continued with 

the BERT model, which needs to be modified. Back in the 

face of Big Data, not just a lot of data. 
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