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Abstract: The current emphasis of computer vision research is face recognition. This system has one of the fastest recent growth rates 

among biometric systems. Several studies have been conducted to identify facial photos using a variety of methodologies, including 

appearance-dependent methods, feature-based methods, and hybrid methods, with varying degrees of success. This research provided a 

method for classifying and extracting features predicated upon deep learning for face recognition. The data was first prepared for noise 

reduction and picture resizing, after which the image was segmented for smoothing. After that, employing Scale Invariant Feature Belief 

Network Transforms, extract the features with classification. Given its high accuracy, it appears that deep learning a viable method for 

doing facial recognition. The classified output shows face features and The results of a parametric analysis have been done with regards of 

accuracy, precision, recall and F-1 score for face dataset. Suggested SIFBNT accomplished accuracy of 95%, precision of 76.5%, recall of 

86%, F-1 score of 79% 
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1. Introduction 

Face recognition has lately gained attention as a research 

topic because of growing security risks as well as the rapid 

growth of mobile devices. Face recognition has a wide range 

of uses, including access control, identity verification, 

security and surveillance systems, and social networking 

platforms. Access controls are implemented for offices, 

computers, phones, and all ATMs [1]. Particularly at places 

like airports and border crossings, the use of facial 

recognition technologies might lessen the threat also 

potentially prevent such assaults where identification 

verification is required [2]. Instead, these particular 

monitoring systems can help with missing person searches, 

however this is contingent on trustworthy facial recognition 

software and a built face database [3]. There are typically 

three steps involved in doing this: face detection, feature 

extraction, plus model training [4]. Deep Learning (DL) 

techniques based on CNNs (Convolutional Neural 

Networks) are now being revived and influencing models 

created for face recognition systems [5]. The ability to learn 

these approaches through training on vast datasets that are 

easily accessible online is a major benefit of employing 

them. Additionally, compared to approaches performed 

using conventional techniques, the developed systems using 

Deep Learning concepts have a higher efficiency and 

performance. Additionally, CNNs are capable of resolving 

a wider variety of difficult computer vision issues [6]. 

2. Related Works 

Numerous books have been written about face recognition. 

The focus of the next section of the study is a discussion of 

past studies on face recognition [7]. The author of [8] 

presented a face detection method depending upon the 

Gabor wavelet transform with ANN. The facial photos were 
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used to extract feature vectors based on the Gabor filter. 

PCA was used to make the feature vector's size smaller. The 

classification job was carried out via Multilayer Perception 

(MLP). The Gabor wavelet and ANN were used in another 

fascinating work that was submitted in [9]. Wavelet 

characteristics were extracted from the input pictures and 

utilised as ANN inputs. MLP and Radial Basis Function 

(RBF) are the two ANNs used for classification. The ORL 

database was used to verify the proposed approach. 

improved outcomes while employing MLP. In [10], a 

combination approach utilising the wavelet transform and 

ANN was reported. Using the Gabor wavelet transform, 

facial characteristics were retrieved. Utilizing a Back 

Propagation (BP) network, the images were classified. The 

proposed technique was evaluated using the Yale and AT & 

T face databases under various lighting situations. Using the 

BP network, an average accuracy of 93% was attained. In 

[11], the author proposed a face recognition approach using 

a BP neural network. The recommended approach employs 

the normalised picture as feature vectors for BP neural 

network training after a series of preprocessing processes, 

such as image scaling and normalisation. High recognition 

rates were not achieved using this strategy. For a biometric 

authentication system, researchers [12] employed a 4-layer 

Convolutional Neural Network (CNN). The suggested 

approach is capable of handling facial images with pose, 

occlusions, and illumination variations. Results on the AR 

and FERET revealed accuracy of 99.5% and 85.15 percent, 

respectively. 

Proposed Method: 

The suggested approach for feature extraction and 

categorization of facial characteristics is covered in this 

article. Figure 1 illustrates the overall architecture that is 

suggested. Before start, the face dataset was pre-processsed 

for noise reduction and resize the images. After that, the 

image was segmented in order to normalise and smooth 

down the edges. Afterwards, applying Scale Invariant 

Feature Belief Network Transforms, extract the features 

with categorization (SIFBNT). In figure 1, the suggested 

architecture is displayed.  

 

Fig. 1 Overall Proposed architecture 

To make an image more appropriate for a given purpose, 

contrast enhancement must be applied. As a result, the 

original image's computer processing is improved in terms 

of transparency and clarity. Contrast enhancement causes 

pixel intensities to be expanded because low contrast image 

values are extreme. Typically, images will have inadequate 

statistical range or pixel misrepresentation due to inefficient 

imaging equipment or stressful ambient conditions at the 

time of retrieval. The histogram adjustment method is one 

of many contrast enhancement techniques that is frequently 

employed because to its effectiveness and simplicity. The 

goal of the histogram equalisation method is to completely 

demoralise the active spectrum of the input image by 

increasing the amplitude of the image. 

Scale Invariant Feature belief networks Transform: 

Features that are somewhat independent of a 3D camera's 

lighting and perspective along with independent of picture 

transition, rotation, and scaling are recovered using the SIFT 

approach. It is split into two sections, including the module 

for key point detection also the module for creating 

descriptors. In the descriptor generating model, a distinct 

approach is used to enhance algorithm performance. It is 

broken down into four main phases: 

1. Key point Localization 

2. Scale Space Extrema Detection 

3. Key point Descriptor 

4. Orientation Assignment  

Scale-Space Extrema Detection:  

This layer of filtering aims to group together every locations 

as well as sizes that may be identified from various angles 

of the same item. Using a "scale-space" function, this may 

be done rapidly. It has also been proven that it is grounded 

in the Gaussian equation under logical presumptions. It's 

defined as 

𝐿(𝑥, 𝑦, 𝜎) = 𝐺(𝑥, 𝑦, 𝜎) ∗ 𝐿(𝑥, 𝑦)                (1) 

𝐷(𝑥, 𝑦, 𝜎) = 𝐿(𝑥, 𝑦, 𝑘𝜎) − 𝐿(𝑥, 𝑦, 𝜎)               

 (2) 

Keypoint Localization:  

This method allows for the removal of more keypoints from 

the list. For each major step 1 point, the Laplacian value is 

measured in order to achieve this. The z location of the 

extremum is determined by: 

𝑧 =  −
𝜕𝐷−1

𝛿𝑥2

𝜕𝐷

𝛿𝑥
     (3) 

Orientation Assignment: These procedures assign a 

consistent keypoint orientation based on local image 

attributes. Keypoint description is described in relation to 

this orientation in order to achieve invariance to rotation. 
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By the following procedures, orientation may be 

determined:  

• Keypoint scale is used to pick the Gaussian-

smoothed picture L. 

• Determine the gradient's magnitude m, 

𝑚(𝑥, 𝑦) =

√𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦)2 + 𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1)2

    (4) 

• Calculate orientation θ, 

𝜃(𝑥, 𝑦) = tan(
𝐿(𝑥,𝑦+1)−𝐿(𝑥,𝑦−1)

𝐿(𝑥+1,𝑦)−𝐿(𝑥−1,𝑦)
)   (5) 

Algorithm of SIFT: 

Input: Query Image. 

Approximate keypoint location 

𝐷(𝑥, 𝑦, 𝜎) = 

𝐿(𝑥, 𝑦, 𝑘𝜎) − 𝐿(𝑥, 𝑦, 𝜎) 

𝐿(𝑥, 𝑦, 𝜎) = 

𝐺(𝑥, 𝑦, 𝜎)∗𝑙(𝑥, 𝑦) 

Refining keypoint location:  

𝐷(𝑥, 𝑦, 𝜎) = 𝐷(𝑥𝑖 , 𝑦𝑖 , 𝜎𝑖) + (
∂𝐷(𝑥, 𝑦, 𝜎)

∂(𝑥, 𝑦, 𝜎)
)

𝑥=𝑥𝑖
𝑦=𝑦𝑖

𝑇

Δ

+
1

2
Δ (

∂2𝐷(𝑥, 𝑦, 𝜎)

∂(𝑥, 𝑦, 𝜎)2
) 𝑥=𝑥𝑖

𝑦=𝑦𝑖
𝜎=𝜎,𝜎𝑗

 

𝑚(𝐸(𝑣, ℎ) = −𝑎𝑇𝑣 − 𝑏𝑇ℎ − 𝑣𝑇𝑊ℎ                          (7) 

𝑃(𝑣, ℎ) =
1

𝑍
𝑒−𝐸(𝑣,ℎ)                            (8) 

here the normalizing constant Z is given by eq.[9]: 

𝑍 = ∑  𝑣′,ℎ′ 𝑒−𝐸(𝑣′ ,ℎ′)                                 (9) 

Additionally, the probability of v over hidden units is 

provided by eq.[10], which is the sum of the preceding 

equations: 

𝑃(𝑣) =
1

𝑍
∑  ℎ 𝑒−𝐸(𝑣,ℎ)                                (10) 

log-likelihood The estimated training data difference in 

terms of W is provided in eq.[11] 

∑  𝑛=𝑁
𝑛=1

∂log 𝑃(𝑣𝑛)

∂𝑊𝑖𝑗
= ⟨𝑣𝑖ℎ𝑗⟩

data 
− ⟨𝑣𝑖ℎ𝑗⟩

model 
                       

 (11) 

Δ𝑊𝑖𝑗 = 𝜀 (⟨𝑣𝑖ℎ𝑗⟩
data 

− ⟨𝑣𝑖ℎ𝑗⟩
model 

)                  

 (12) 

𝑃(ℎ ∣ 𝑣) = ∏  𝑗 𝑃(ℎ𝑗 ∣ 𝑣)                                 (13) 

 

whereℎ𝑗 ∈ {0,1}and the probability of ℎ𝑗 = 1 is given in eq. 

[14]: 

𝑃(ℎ𝑗 = 1 ∣ 𝑣) = 𝜎(𝑏𝑗 + ∑  𝑖 𝑣𝑖𝑊𝑖𝑗)                     (14) 

here the logistic function σis specified as in eq.[15]: 

𝜎(𝑥) = (1 + 𝑒−𝑥)−1                         (15) 

Likewise, when 𝑣𝑖 = 1, the conditional property is 

estimated by eq.[16], 

𝑃(𝑣𝑖 = 1 ∣ 𝑣) = 𝜎(𝑎𝑖 + ∑  𝑗 𝑊𝑖𝑗ℎ𝑗)                        (16) 

𝑤𝑖𝑗 ← 𝑤𝑖𝑗 − 𝜖𝑥𝑗
∂𝐽

∂𝑎𝑖
, for any 𝑤𝑖𝑗 ≠ 0, 

∂𝐽

∂𝑥𝑗
=

∑𝑔=0
𝑚/𝑝−1

 𝑤𝑖𝑗
∂𝐽

∂𝑎𝑖
,  

∂𝐽

∂𝑎𝑖
    

   (17) 

It is important to note that the weight update scheme 

described here theoretically ensures that the trained sparse 

network always displays block diagonal structure, offering 

a desirable end-to-end training solution. 

𝒴(𝑖, 𝑥, 𝑦) = ∑𝑎=0
𝑐2/𝑝−1

 ∑𝑤=0
𝑤1−1

 ∑ℎ=0
ℎ1−1

 ℱ(𝑖, 𝑗, 𝑤, ℎ)𝒳(𝑗, 𝑥 −

𝑤, 𝑦 − ℎ)     

  (18) 

Backward Propagation for CONV Layer Training: Weight 

update rule in back propagation on CONV layer is defined 

as eq. (19) by employing the exact methods utilised to 

develop the FC layer training approach. 

ℱ(𝑖, 𝑗, 𝑤, ℎ) ← ℱ(𝑖, 𝑗, 𝑤, ℎ) − 𝜖∑𝑥=0
𝑤2  ∑𝑦=0

𝑛2  𝒳(𝑖, 𝑥 − 𝑤, 𝑦

− ℎ) 

×
∂𝐽

∂𝒴(𝑖,𝑥,𝑦)
, for any ℱ(𝑖, 𝑗, 𝑤, ℎ) ≠ 0, 

∂𝐽

∂𝒳(𝑖,𝑗,𝑥)
= ∑𝑔=0

∞/𝑝−1
 ∑𝑤=0

𝑤1−1ℎ𝑖−1
 ∑ℎ=0

ℱ(𝑖,𝑗,𝑤,ℎ)
 

∂𝐽

∂𝓎(𝑖,𝑥+𝑤,𝑦+ℎ)
 (19) 

3. Performance Analysis: 

A database contains the information the technology must be 

able to discern the appropriate people. Clarifying raw data 

is a function of data pre-processing. Real data frequently 

contain several flaws and are insufficient, incompatible, or 

missing from other patterns or habits. Each face will be 

cropped, and the folder name will be written on each face. 

Immediately following the pre-processing of the data, the 

model should be trained using a pre-defined model. Finally, 

the step is prepared, and it may test this step using our video 

and image data. The Python programming language is used 

to carry out this procedure. The model is effective and can 

recognise faces in still images, moving pictures, side views, 

dark faces, and paintings. The results are displayed 

Following is a brief for several photographs. 
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Table 1: A comparison of the suggested and existent 

techniques 

Specifications MLP CNN LBPH SIFBNT 

Accuracy 86 87 88 95 

Precision 71.6 73.2 75.1 76.5 

Recall 73 75 81 86 

F1_Score 65 71 75 79 

 

Fig. 3 Observation of Accuracy 

 

Fig. 4 Observation of Precision 

 

Fig. 5 Observation of Recall 

 

Fig. 6 Observation of F-1 Score 

The comparison between classifying faces based on facial 

features and extracting those features using the suggested 

FR DBF SIFT is shown in the table 1 before and in figure 3-

6. Here, comparisons have been made in perspective of F-1 

score, recall, accuracy, and precision. Suggested SIFBNT 

accomplished accuracy of 95%, precision of 76.5%, recall 

of 86%, F-1 score of 79%. The existing technique compared 

are MLP accomplished accuracy of 86%, precision of 

71.6%, recall of 73%, F-1 score of 65%, CNN attained 

accuracy of 87%, precision of 73.2%, recall of 75%, F-1 

score of 71% and LBH attained accuracy of 88%, precision 

of 75.1%, recall of 81%, F-1 score of 75% In terms of both 

classifying the extracted feature and extracting features 

from the input, the suggested approach produced the best 

results. 

4. Conclusion 

This research introduced a unique feature extraction and 

classification approach for face recognition through deep 

learning. Here the dataset has been pre-processed and 

segmented before extracting the features. Later, via deep 
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belief networks, this feature was classified after being 

extracted through scale-invariant feature transforms. The 

method continuously outperforms the present strategy in 

terms of classification performance on the database when 

the amount of photographs per person in the training 

database is taken into account. It is capable of quick 

classification, only needs quick approximate normalisation 

and preprocessing. Experimental results demonstrate the 

reliability of the recommended face recognition technology. 

The face dataset has undergone parametric analysis with 

regards of accuracy, precision, recall, and F-1 score, and the 

categorised output displays face attributes. The anticipated 

SIFBNT achieved a 95% accuracy rate, a 76.5% precision 

rate, an 86% recall rate, and a 79% F-1 score. 
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