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Abstract: Air pollution monitoring is ever-growing, which provides increasing priority toward the consequence on human health. A 

higher level of pollution in air might have a lot of adverse effects on the health of fellow human beings. It increases the possibility of 

lung cancer, chronic disease, and cardiac disease. Meanwhile, pollution in the air impacts the health and leads to increased mortality and 

morbidity raised the toxicological analysis focuses on components influencing air pollution. Thus, there is a need for designing an 

automatic environment pollution monitoring system.  With this background this research paper focuses on building an automated 

pollution monitoring system using Artificial Intelligence techniques. The aim is to construct a deep learning based prediction model that 

could forecast the level of air pollutants (PM2.5 concentration) with reference to the weather and climatic parameters. The deep learning 

model was trained using the dataset collected from the benchmarked and real time data. To overcome the problems and pitfalls in the 

earlier statistical and deep learning based approaches; this research employs Artificial Flora Optimization algorithm for optimization of 

the deep learning model’s hyperparameters termed as AFODL. The experimental evaluation analyses the performance of the AFODL 

model under different experimental scenario. The simulation results reported the enhancements of the AFODL based air pollutant 

forecast model when compared to earlier approaches. 
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1. Introduction 

Typically, the chemical substances that worsen quality of 

the air are termed as air pollutants. These substances can 

exist in the air in two main states: gaseous and solid 

(suspended in air), the latter of which is known as 

particular matter (PM). The health of all living things may 

be badly impacted, particularly by pollutants such dust, 

gases, smell, smoke, and fume that are not naturally 

present in the atmosphere. Particulate matter (PM) is an 

important air pollutants, despite the fact that there are 

many others that are detrimental to all ecosystems, 

including sulphur oxides (SOx), nitrogen oxides (NO), and 

carbon monoxide (CO). 

Particulate matter (PM), which is categorised based on 

aerodynamic diameter, is one of the toxic pollutants that 

has an adverse effect on health. Because of the compounds 

present in PM's chemical makeup, the World Health 

Organization (WHO) classifies it as carcinogenic. In this 

study, deep learning techniques were used to forecast an 

approximate value of PM2.5 pollutants. Long-short term 

memory (LSTM) based Recurrent Neural Networks 

(RNN), and another variant of RNN Gated Recurrent Units 

(GRU) were tested as three deep learning techniques 

(GRU). Additionally, a CNN and recurrent model 

combination was evaluated. 

In the field of artificial intelligence; deep learning is the 

newest area. Artificial neural networks, a subclass of 

machine learning, have been extensively employed to 

tackle challenging global issues. Unfortunately, because to 

issues with training big data sets and the loss of gradients, 

their prediction performance has not been very 

encouraging. A branch of machine learning called "deep 

learning" advances machine learning. In order to generate 

more accurate findings, deep learning may be used to solve 

issues by using more layers, larger volume of data 

samples, and simultaneous computation in all layers. Deep 

learning is more compatible for modelling and predicting 

the level of air pollutants because of all these advantageous 

characteristics. This work investigates how to combine 

RNN, GRU, and LSTM models to find the best method for 

predicting PM2.5 pollution. 

This research aims at developing an efficient optimization 

approach using Artificial Flora Optimization (AFO) and 

use the same with Deep Learning model for prediction of 
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air pollutants. The presented prediction approach initially 

pre-processes the input data into useful format. In addition, 

the presented approach applies deep neural network model 

for predicting the value of PM2.5. The objective of using 

AFO algorithm is to optimize the hyperparameters of the 

DBN model in a way to enhance the accuracy of the 

model. The evaluation of the AFODL model is evaluated 

and the results are analysed under several scenario. The 

efficiency of the deep neural network optimized using the 

AFO algorithm is compared with other deep neural based 

predictive models including RNN, LSTM, GRU, and 

CNN-LSTM.   

2. Literature Survey 

Pollution is regarded as a serious concern in the present 

situation. We are moving towards smart city advancement 

and air pollution becomes a significant matter for human 

well beings and other living beings [1]. Some variations in 

the arrangement of air could be harmful to diverse life 

forms. Air pollution is the prevalence of few or more 

pollutants in the environment like toxin gases or smoking 

in excessive amounts which might be harmful to animals, 

human beings, and plants [2]. Air contaminants can be 

measured either in ppm or percentage form. The good air 

quality index (AQI) indicates the range starting from 0 to 

50 denotes that air contamination does not occur. Fair AQI 

indicates the range starting with 51 upto 100 in that the 

sensitive individual must take into account decreasing long 

or heavy outdoor travelling. Moderately contaminated AQI 

indicates the range starting with 101 upto 200 and it is 

considered harmful for sensitive crews [3].  

The forecasting of AQI for ordinary people seems to be 

more complex. Whenever an individual wants to move 

from one place to another place, they must go across 

numerous cities. The level of pollution in major cities is 

rising every day and whenever the individuals travel across 

non-polluted regions, it seems to be more complex for 

them to predict the hour quality index value for diverse 

regions [4]. Making them travel across the least polluted 

zone and IoT allowed environmental air pollution 

rerouting and monitoring system was suggested in this 

article with a machine learning (ML) method for viewing 

all the pollution levels. Current advancements in 

information technology allow the compilation of several 

monitoring applications into single complex system for the 

entire supply chain [5]. Generally, monitoring application 

implementations acts a vital role in improving production, 

forecasting diseases, reducing costs, and offering a prior 

warning system [6].  

Recent technologies like Internet of Things (IoT)-related 

sensors are used and complied with monitoring structures. 

Researchers were carried out in the production industry 

and displayed prominent advantages from the utilization of 

IoT-related sensors for observing like quality prediction, 

working condition developments, fault diagnosis error, 

helping managers with better decision making and design 

prevention [7, 8]. Deep learning (DL) employs multi-layer 

substructure for the abstraction of inherent structures in 

layers. It derives the data from lower level to the higher 

level and could fix the characteristic outline in data. The 

temporal trends and spatial distribution of air quality 

processes are influenced by several elements like weather 

conditions, air pollution emissions, depositions, human 

activities, etc that making the process very difficult [9, 10]. 

This state leads to more trouble in using traditional trivial 

methods for acquiring a superior pattern. DL might result 

in good performances for air quality forecasting by 

deriving the air quality features without not being aware of 

past information. 

In [11], an IoT based air pollution monitored and predicted 

methods are presented. This method is employed to 

monitor air pollutants of specific regions and to air quality 

analysis and predict the air quality. The presented method 

concentrates on the monitoring of air pollutants 

concentration with integration of IoT with ML technique 

shortly termed as RNN further definitely LSTM. In [12], 

the researchers presented a smart bin based on IoT, ML 

and DL techniques for handling the garbage disposal and 

for forecasting the pollutant existing from the neighboring 

smart-bin environments. The smart-bin is linked to IoT 

based server deployed inside a cloud environment that 

provides the computational support to predict the status 

and to forecast quality of the air dependent upon real-time 

data. Pushpam and Kavitha [13] presented the IoT based 

method in which sensors are employed for measuring 

carbon monoxide (CO), Particulate Matter (PM) level, and 

atmospheric situation as humidity and temperature. An 

important objective of this technique is for suggesting 

another route for users dependent upon pollution status and 

distance of all the routes that refers to a route free from 

pollution. The browser based software established has 

navigation map API (Google) whereas the status of the 

pollution and alternate travel path are recommended. 

Based on the collected temporal data, the forecast method 

is complete to PM with NN, MLP, and SVM regression 

(SVMR) learning techniques.  

Asha et al. [14] presented the ETAPM-AIT algorithm 

containing a fixed IoT based sensor array for sensing 8 

pollutants. To classify pollutants in the air and define 

quality of the air, Artificial Algae Algorithm (AAA) based 

Elman Neural Network (ENN) techniques are utilized as 

classification that forecasts the quality of the air with 

reference to the future time steps. The authors in [15] 

revealed the progress of a new minimum-cost sensor node 

which employs cost-effectual electrochemical sensor for 

measuring CO and NO2 focuses and an infrared sensor for 
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measuring PM level. The node is controlled by both solar-

recharge battery and mains supply. It can be accomplished 

of long distance, minimal transmission on public or private 

long distant wide area network (LoRaWAN) IoT networks 

and short distant superior data transmission rate on Wi-Fi. 

2.1 Deep Learning based PM2.5 prediction 

In order to forecast PM2.5, Xiang Li et al. [20] employed 

LSTM. They also compared the prediction effects of 

LSTM and other regression techniques. The training 

variables for this prediction included climatic variables as 

additional data, such as temperature, humidity, and wind 

speed, in addition to chemical factors as models. However, 

the prediction model used in this study, MAPE, provides a 

more accurate prediction performance with an evaluation 

result value of 11. As a result, in our study, we carried out 

modelling, assessed whether or not to include climatic 

parameters, and adjusted the subsequent model design in 

accordance with the experimental results. 

Two neural network building models were utilised by Yi 

Ting Tsai et al. [21] to forecast PM2.5. The Taiwan 

Environmental Protection Agency offers two neural 

networks: RNN and LSTM. From 2012 to 2016, the 

historical data were used. The forecasted time was four 

hours away. RMSE is used in the evaluation model 

technique. The experimental findings in this research 

demonstrate that the LSTM outperforms the RNN in terms 

of RMSE performance. The accuracy of different regions' 

predictions is likewise extremely high. In order to compare 

multiple neural network models in their tests, including 

CNN, RNN, LSTM, and GRU, they analysed to identify 

which type of neural architecture was best for this 

particular problem. 

Using a fresh deep learning hybrid model, Jun Ma et al. 

This model is a combination of the BLSTM and the IDW. 

The temporal sequence of data characterizing air pollution 

can be successfully captured using BLSTM. Using the 

IDW connected, it can be interpolated with a spatial 

distribution with reference to the temporal similarity of 

pollutants in the air. The MAPE evaluation value is 9, and 

the experimental results of the paper show that the analysis 

values offered by their suggested architecture perform 

remarkably well. Therefore, in our investigation, PM2.5 

diffusion estimates were performed using the IDW 

technique. To understand the stature of the air quality in 

the area, they approximated the regions lacking air quality 

observation stations based on their features. 

In South Korea, Kim et al. [23] applied LSTM-based daily 

PM10 and PM2.5 predictions. They contrasted the 

simulations of a chemistry-transport model (CTM) with 

observations of ground-level PM. According to the 

findings, the index of agreements (IOA) raised from 0.3 to 

0.7 and from 0.6 to 0.7 based on the LSTM model for 3-D 

CTM simulations. Three deep neural architectures; LSTM, 

RNN, and GRU, were used by Ayturan et al. [24] to 

construct a PM2.5 short term forecast in Turkey. For 1, 2, 

and 3 h forecasts, the combined RNN and GRU model 

produced the efficient results, with R2 values of 0.8, 0.72, 

and 0.6. 

The 24-hour prediction of PM2.5 employing attention 

based neural network generated by combining CNN and 

LSTM was proposed by Li et al. [25]. Support Vector 

Regression, Random Forest Regression, Multi-Layer 

Perceptron, Simple RNN, LSTM, CNN-LSTM, and AC 

LSTM were the seven models they compared. According 

to the results, the AC-LSTM model performed better in the 

prediction tasks at multiple scale. In comparison to the 

other models, the RMSE value for the 13–24 h 

measurement was the lowest at 14.83[31]. 

The prediction of PM10 and PM2.5 utilising composite 

approaches was established by Wu et al. [26]. The spectral 

data from MODIS and using the dense dark vegetation 

method was employed. The planetary boundary layer 

height (PBLH) and relative humidity calculations were 

used to optimise the aerosol optical depth (AOD) (RH). 

The PM2.5 and PM10 connection with the highest value 

was chosen. Based on the mean, max, and min accuracy as 

well as the stableness of PM10/PM2.5 forecast, the LSTM 

model demonstrated outstanding performance. Yang et al 

hybrid's model of CNN combined with LSTM and CNN 

combined with GRU was presented in order to forecast 

PM10 and PM2.5 in South Korea, for a period of 07 days 

[27]. Individual and combination models were contrasted. 

Their research indicates that combination models perform 

better than individual models [32]. 

Xayasoux et al. [28] examined the RMSE model outputs 

while developing LSTM and auto-encoder models for 

predicting PM concentrations [33][35][37]. They used the 

algorithms to analyse hourly quality of the air from 25 sites 

in South Korea, between 01.01.2015 and 31.12.2018. PM 

concentration was forecast using the LSTM model with an 

ideal learning rate of 0.01 with 100 iterations, and min-

batch size of 32 for the ensuing 10 days. A batch size of 64 

produced the best results for the DAE model. The LSTM 

units based neural architecture performed significantly 

higher than the other proposed architectures in forecasting 

the concentrations of the PM25 [34][36].Further the meta-

heuristic algorithms were used in combination with 

machine learning and deep learning approaches for 

building efficient forecast models [29-32]. 

3. The Proposed Model 

In this research, a new AFODL model has been developed 

for the prediction of PM2.5 concentration by the detection 
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of air pollutants. The presented AFODL-APM model 

initially uses IoT devices for data collection and pre-

processes the input data into useful format. In addition, the 

presented AFODL-APM model applies DBN model for 

predicting air quality. Followed by, the AFO algorithm is 

employed to fine tune the hyperparameters of the network 

to enhance the predictive performance. 

3.1. Dataset 

The presented AFODL model was trained on pre-

processed benchmarked dataset. The data samples 

considered were multivariate and time series in nature. In 

total 43824 samples were considered for training and 

testing the model wherein 80% of the data was used for 

training and 20% for evaluating the performance of the 

proposed approach. The dataset consists of the PM2.5 

concentration, temperature, pressure, wind direction, wind 

speed, snow duration and rain duration. In the experiments 

the PM2.5 concentration is considered as the dependent 

variables and other seven attributes were considered as the 

independent variables. 

3.2. DBN based Predictive Model 

The proposed AFODL model applies DBN model for 

predicting air quality. For probability generation module, 

DBN is stacked generally by restricted Boltzmann machine 

(RBM). The bottommost layer is primarily utilized for 

receiving the input dataset and converting that input 

dataset into the hidden neuron via RBM, especially, the 

input of larger layer RBM derives from the output of 

bottom layer RBM [16]. The RBM is a specific context 

that depends on the generation module that might offer a 

learning mechanism for arbitrarily distributing dataset. In 

general, every RBM comprises hidden and visual layers, 

also there is a bi-direction connectivity weight amongst 

hidden and visual units. However, there exist no 

connections among the visual and the hidden units. 

Assume the condition of visual layer v, hidden layer h, 

weight matrixes w, visual and hidden unit thresholds b, the 

function of the joint state of every visual and hidden unit 

(v, h) are demonstrated in the following. 

v = {v1, v2, v3, … , vI} ∈ {0,1}                                           (1) 

h = {h1, h2, h3, … , hI} ∈ {0,1}                                          (2) 

E(v, h) = − ∑ ai

I

i=1

vi − ∑ bi

J

j=1

hi

− ∑ ∑ wji

I

i=1

J

j=1

vihj                     (3) 

In Eq. (3): I indicate the amount of visual layers. i signifies 

the i-th numbers in the visual layer. J denotes the amount 

of hidden units. j characterizes the j-th amount in the 

visual layer. Consequently, the joint likelihood distributed 

among the visual and hidden layers is attained. 

p(v, h) =
e−E(v,h)

Z
                                                     (4) 

Z = ∑ ∑ e−E(v,h)

hv

                                                    (5) 

In Eq. (5): Z indicates the standardized constant of 

simulating physical scheme that is attained by including 

the energy values among each visible and hidden layer. 

Likewise, assume that haphazard input hidden layers h, the 

likelihood of the visual layers v assume the hidden layers h 

is accomplished by. 

p(h/v) = ∏ p

j

(hj = 1/v)                                         (6) 

p(v/h) = ∏ p

i

(vi = 1/h)                                   (7) 

But the RBM units are in a dual state, the activation 

possibility is achieved on the basis of determining the 

sigmoid function sig(x). 

sig(x) =
1

1 + e−x
                                                  (8)  

p (hj =
1

v
) = sig (bi

+ ∑ vi

′

i

wji)                                           (9) 

p (𝑣𝑖 =
1

ℎ
) = 𝑠𝑖𝑔 (𝑎𝑖

+ ∑ ℎ𝑗

𝐽

𝑗

𝑤𝑗𝑖)                                         (10) 

From the abovementioned equations, the RBM has 

eventually accomplished the determination of feature 

extraction. The trained DBN is largely comprised of: 

supervised finetuning and unsupervised layer‐wise 

pertaining. Fig. 1 depicts the architecture of DBN 

technique. 
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Fig. 1. Architecture of DBN 

3 Hyperparameter Optimization 

In this work, the AFO algorithm is employed to fine tune 

the hyperparameters related to the DBN model to enhance 

the predictive performance. The AFO algorithm follows 

the process of identifying an optimum survival position 

and is exploited for discovering the optimal solution set of 

challenges. The original plant, Offspring plant, plant place, 

and propagation distance are the four basic units in AFO 

approach [17]. Evolution, spreading, and select actions are 

3 most important behavioural patterns.  

Each plant location represents to solution, and fitness of 

position is exploited for symbolizing quality of the 

solution. At first, this technique arbitrarily generates the 

actual plants. Finally, roulette is exploited for determining 

survival seed. Survival seed turns out to be a novel plant. 

Recurrent iteration until the termination conditions are 

satisfied. This technique comprises external documents to 

save the finest solution. Fig. 2 demonstrates the flowchart 

of AFO algorithm. 

 

 

Fig. 2. Flowchart of AFO technique 

 

In this study, all the decision parameters of testing function 

encompass upper bound 𝑋⃗𝑚𝑎𝑥 =

[𝑋1
 𝑚𝑎𝑥 , 𝑋2

 𝑚𝑎𝑥 , … , 𝑋𝐷
 𝑚𝑎𝑥 ]𝑇& lower bound 𝑋⃗𝑚𝑖𝑛 =

[𝑋  𝑚𝑖𝑛 , 𝑋  𝑚𝑖𝑛 , … , 𝑋𝐷
 𝑚𝑖𝑛 ]𝑇. Primarily, this technique 

produces 𝑁 unique plant according to the lower & upper 

limits of the decision variable. This technique makes use of 

𝑖 rows and 𝑗 columns matrixes 𝑃𝑖𝑗  for demonstrating the 

position of novel plant, while 𝑖 = 1,2, … , 𝐷 symbolizes the 

dimension, 𝑗 = 1,2, … , 𝑁 specifies the quantity of new 

plants: 

𝑃𝑖𝑗 = 𝑟𝑎𝑛𝑑(0,1) ⋅ (𝑋𝑖
 𝑚𝑎𝑥 − 𝑋𝑖

𝑚𝑚)

+ 𝑋𝑖
𝑚𝑖𝑛                                     (11) 

In Eq. (11), 𝑟𝑎𝑛𝑑(0, 1) designates the uniformly 

distributed number within 𝑧𝑒𝑟𝑜 and 𝑜𝑛𝑒. The novel plant 

spread its offspring with a certain scope using radius i.e., 
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propagative distance, original propagative distance imitates 

the grandparent and parent plants: 

𝑑𝑗 = 𝑑𝑙𝑗 ⋅ 𝑟𝑎𝑛𝑑(0, 1) ⋅ 𝑐1 + 𝑑2𝑗 ⋅ 𝑟𝑎𝑛𝑑(0, 1)

⋅ 𝑐2                          (12) 

In Eq. (12), 𝑐1&𝑐2 represents learning coefficient, 𝑑𝑙𝑗  and 

𝑑2𝑗 correspondingly signifies propagation distance of 

grandparent and parent plants, rand (𝑂, 1) designates 

uniformly distributed number within 𝑧𝑒𝑟𝑜 and 𝑜𝑛𝑒 (Wu, 

2019). The parent propagation distance becomes an 

original grandparent propagative distance: 

𝑑1𝑗
′ = 𝑑2𝑗                                                             (13) 

The representative AF optimization technique exploits SD 

amongst the location of offspring and original plants as 

parent propagative distance: 

𝑑2𝑗
′

= √∑(

𝑁

𝑖=1

𝑃𝑖𝑗 − 𝑃𝑖𝑗
′ )2/𝑁                                                               (14) 

In order to preserve the information of the finest solution 

completed previously, AFO optimization method exploits 

plant from the external document. The parent propagative 

distance is the variations amongst the location of plant in 

the offspring plants 𝑃𝑖𝑑

′ and external document 𝑃𝑖𝑑

∗ : 

𝑑2𝑗
′ = 𝑃𝑖𝑗

∗ − 𝑃𝑖𝑗
′                                                                     (15) 

This method generates offspring plants depending on novel 

propagative and plant distance: 

𝑃𝑖,𝑗⋅𝑏
′ = 𝐺𝑖,𝑗⋅𝑏 + 𝑃𝑖,𝑗                                                           (16) 

In Eq. (16), 𝑏 = 1,2, … , 𝐵, 𝐵 represents amount of 

offspring plants that unique plant might propagate, 𝑃𝑖,𝑗⋅𝑏
′  

characterizes position of offspring plants, 𝑃𝑖,𝑗 designates 

position of novel plant, 𝐺𝑖,𝑗⋅𝑏 symbolizes arbitrary quantity 

utilizing Gaussian distribution with variance 𝑗 and mean 0. 

Producing new plants depends on there being no offspring 

plants continues. In typical AF methodology, the survival 

possibility determines the survived offspring plants. It can 

be determined in the following equation: 

p

= |√F(Pi,j∙b
′ )/Fmax|

⋅ Qx
(j∙b−1)

.                                                    (17) 

In Eq. (17), QX is probability selection ranges from 

zero&one. F max  indicates fitness of offspring plants with 

maximal fitness. F(Pi,j⋅b
′ ) signifies fitness of (j ⋅ b)th 

solution. The assessment equation of fitness is the function 

of objective problem. In this presented AFO approach, the 

Pareto dominance relationship has been exploited. The 

survival possibility can be defined as follows: 

p = 0.9 ⋅
domi(j ⋅ b)

B
+ 0.1                                                       (18) 

In Eq. (18), domi (j ⋅ b) represents amount of solution that 

subjected to solution (j ⋅ b).  B designates amount of 

offspring plants that one unique plant might propagate. 

Here,Thestudy presented an AFO mechanism for selecting 

DBN hyperparameter appropriately by diminishing the 

mean square error (MSE). In the following, the 

mathematical expression of The MSEis given. 

MSE

=
1

T
∑ ∑(yj

i − dj
i)

2
M

i=1

L

j=1

,                                                      (19) 

From the above equation, M and L describe the output 

value of layers and the data, correspondingly, and yj
i and dj

i 

represents the accomplished and the appropriate magnitude 

for j-th units in the output layer of the network in t time. 

4. Results And Discussion 

For the purpose of predicting the concentration of air 

pollutants, this experiment use the regression prediction 

method. As a result, the model performance was assessed 

using MAE, MSE, and RMSE. After comparing the results 

of the trials, it was shown that MAE has a better effect 

than the other two. In order to illustrate our prediction 

findings and train the model, MAE loss function was used. 

The data samples were standardized using z-score method 

before using them for training the model. 

z =  
x − μ

σ
 

where μ – mean, and σ – standard deviation. 

The simulation analysis of the AFODL-APM model is 

tested using a dataset comprising 420768 samples with 18 

features from the UCI repository [18]. The dataset holds 

concentration of air pollutants and air quality at 12 sites. 

MAE =  
1

n
∑|fi − yi|

n

i=1

 

RMSE =  √MSE 

Before building a neural network, it becomes essential to 

determine the relationship among the different elements 

and the PM2.5 concentration. This will guarantee that the 

network employs the appropriate input diagnostic features 

for forecast. There are numerous observable factors that 

affect PM2.5, but not all of them are useful for making 

predictions, and the model will be burdened by the 

ineffective factors. Therefore, it is crucial to determine the 

correlation coefficient between each element and the target 

characteristic and to infer from this value the indirect 
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relationship between PM2.5 concentration and the 

attributes of interest. 

The similarity between two time series vectors represented 

as X = (x1, x2, … … , xn) 

and Y = (y1, y2, … … , yn) respectively can be expressed 

mathematically as; 

r =  
n ∑ xiyi

n
i=1 − ∑ xi ∑ yi

n
i=1

n
i=1

√n ∑ xi
2n

i=1 − (∑ xi
n
i=1 )2√n ∑ yi

2n
i=1 − (∑ yi

n
i=1 )2

 

 

Table. Pearson Correlation co-efficient between features and PM2.5 concentration. 

 PM2.5 Dew 

Point 

Temperature Pressure Wind 

Direction 

Wind 

Speed 

Rain 

PM2.5 1.00 0.178 -0.088 -0.059 0.189 -0.238 -0.049 

Dew Point 0.178 1.00 0.816 -0.738 0.227 -0.298 0.128 

Temperature -0.088 0.816 1.00 -0.786 0.177 -0.148 0.049 

Pressure -0.059 -0.738 -0.786 1.00 -0.158 0.179 -0.068 

Wind 

Direction 

0.189 0.227 0.177 -0.158 1.00 -0.19 -0.048 

Wind Speed -0.238 -0.298 -0.148 0.179 -0.19 1.00 -0.008 

Rain -0.049 0.128 0.049 -0.068 -0.048 -0.008 1.00 

 

Table 1 presents a comparison of the AFODL model with 

other DL models on 1st day and 7th day [19]. Fig. 3 

illustrates the comparative RMSE investigation of the 

AFODL-APM model with other models on 1st day and 7th 

day with distinct BSs. The figure represented that the 

AFODL-APM model has accomplished improved 

outcomes with lower values of RMSE. For instance, on 1st 

day and BS of 24, the AFODL-APM model has offered 

reduced RMSE of 14.610 whereas the GRU, LSTM, 

BiLSTM, CNN-LSTM, and CNN-GRU models have 

obtained increased RMSE of 16.671, 16.249, 15.320, 

16.603, and 17.654 respectively. At the same time, on 7st 

day and BS of 24, the  

 

 

AFODL-APM approach has obtainabledecreased RMSE of 

16.194 whereas the GRU, LSTM, BiLSTM, CNN-LSTM, 

and CNN-GRU algorithms have reached maximal RMSE 

of 21.316, 19.205, 20.090, 16.824, and 18.494 

correspondingly.  

The R2 score ranges from 0% to 100%. Although not the 

same, it is closely connected to the MSE. It is "the fraction 

of the variance in the dependent variable that is predicted 

from the independent variable(s)," according to one 

definition. "Total variance explained by model divided by 

total variance" is another definition. If it is 100%, the 02 

variables are densely connected, so that there is absolute 

no variation. A lower value shall represent a less 

similarity, which would represent that the regression is 

invalid.

Table 1 Comparative analysis of AFODL approach with various measures and Batch size 

Methods 
MAE RMSE R2 

1st Day 7th Day 1st Day 7th Day 1st Day 7th Day 

Batch Size = 24 

GRU 10.180 12.558 16.671 21.316 0.984 0.956 

LSTM 8.982 11.726 16.249 19.205 0.980 0.971 

Bi-LSTM 9.337 12.014 15.320 20.090 0.986 0.972 

CNN-LSTM 9.148 9.553 16.603 16.824 0.985 0.980 

CNN-GRU 9.612 9.592 17.654 18.494 0.977 0.963 

AFODL-APM  8.382 8.883 14.610 16.194 0.994 0.989 

Batch Size = 32 
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GRU 9.811 10.955 16.429 18.232 0.977 0.973 

LSTM 9.663 11.373 16.337 18.904 0.988 0.970 

Bi-LSTM 8.738 11.223 15.627 18.308 0.985 0.982 

CNN-LSTM 6.672 8.804 13.041 16.345 0.989 0.984 

CNN-GRU 9.489 9.609 17.390 18.720 0.981 0.967 

AFODL-APM  5.912 8.014 12.291 15.615 0.997 0.994 

Batch Size = 64 

GRU 10.191 11.998 16.860 20.007 0.985 0.963 

LSTM 9.512 11.611 16.374 18.945 0.986 0.975 

Bi-LSTM 9.181 12.405 16.730 19.153 0.988 0.976 

CNN-LSTM 8.049 9.615 15.437 18.493 0.988 0.982 

CNN-GRU 9.583 9.873 17.166 18.156 0.987 0.985 

AFODL-APM  7.259 9.105 14.707 17.426 0.998 0.991 

Batch Size = 128 

GRU 9.502 11.739 16.624 19.160 0.987 0.978 

LSTM 9.575 11.953 16.767 19.087 0.978 0.973 

Bi-LSTM 9.228 11.353 16.646 17.853 0.978 0.969 

CNN-LSTM 8.740 8.867 16.467 16.844 0.986 0.983 

CNN-GRU 9.659 10.219 17.085 17.675 0.980 0.975 

AFODL-APM  8.240 8.217 15.677 16.214 0.996 0.989 

 

 

Fig. 3. RMSE analysis of AFODL-APM technique on 1st and 7th day (a) BS=24, (b) BS= 32, (c) BS=64, and (d) BS=128 

 

Along with that, on 1st day and BS of 32, the AFODL-

APM model has offered decreased RMSE of 12.291 

whereas the GRU, LSTM, BiLSTM, CNN-LSTM, and 

CNN-GRU systems have obtained increased RMSE of 

16.429, 16.337, 15.627, 13.041, and 17.390 

correspondingly. Meanwhile, on 7st day and BS of 32, the 

AFODL-APM system has obtainable lower RMSE of 

15.615 whereas the GRU, LSTM, BiLSTM, CNN-LSTM, 
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and CNN-GRU methodologies have obtained increased 

RMSE of 18.232, 18.904, 18.308, 16.345, and 18.720 

respectively.  Eventually, on 1st day and BS of 64, the 

AFODL-APM approach has accessible reduced RMSE of 

14.707 whereas the GRU, LSTM, BiLSTM, CNN-LSTM, 

and CNN-GRU techniques have obtained maximal RMSE 

of 16.860, 16.374, 16.730, 15.437, and 17.166 

correspondingly.  Along with that, on 1st day and BS of 

128, the AFODL-APM model has offered reduced RMSE 

of 15.677 whereas the GRU, LSTM, BiLSTM, CNN-

LSTM, and CNN-GRU models have obtained increased 

RMSE of 16.624, 16.767, 16.646, 16.467, and 17.675 

respectively. At last, on 7st day and BS of 128, the 

AFODL-APM method has presented lesser RMSE of 

16.214 whereas the GRU, LSTM, BiLSTM, CNN-LSTM, 

and CNN-GRU algorithms have obtained enhanced RMSE 

of 19.160, 19.087, 17.853, 16.844, and 17.675 

correspondingly.   

 

 

Fig. 4. R2 values analysis of AFODL-APM technique on 1st and 7th day (a) BS=24, (b) BS= 32, (c) BS=64, and (d) BS=128 

 

Next, Fig. 4 showcases the R2 examination of the AFODL-

APM model with other existing approaches. For sample, 

on 1st day and BS of 24, the figure pointed out that the 

AFODL-APM model has gained maximum R2 value of 

0.994 whereas the GRU, LSTM, BiLSTM, CNN-LSTM, 

and CNN-GRU models have resulted to minimal R2 values 

of 0.984, 0.980, 0.986, 0.985, and 0.977 respectively. In 

addition, on 7st day and BS of 24, the figure mentioned that 

the AFODL-APM model has gained higherR2 value of 

0.989 whereas the GRU, LSTM, BiLSTM, CNN-LSTM, 

and CNN-GRU models have resulted to lower R2 values of 

0.956, 0.971, 0.972, 0.980, and 0.963 correspondingly. 

Also, on 1st day and BS of 32, the figure indicated that the 

AFODL-APM algorithm has gained enhancedR2 value of 

0.997 whereas the GRU, LSTM, BiLSTM, CNN-LSTM, 

and CNN-GRU approaches have resulted indecreased R2 

values of 0.977, 0.988, 0.985, 0.989, and 0.981 

correspondingly. Concurrently, on 7st day and BS of 32, 

the figure exposed that the AFODL-APM model has 

gained maximum R2 value of 0.994 whereas the GRU, 

LSTM, BiLSTM, CNN-LSTM, and CNN-GRU models 

have resulted to lower R2 values of 0.973, 0.970, 0.982, 

0.984, and 0.967 respectively. In the same way, on 1st day 

and BS of 64, the figure revealed that the AFODL-APM 

model has gained improvedR2 value of 0.998 whereas the 

GRU, LSTM, BiLSTM, CNN-LSTM, and CNN-GRU 

models have resulted to lesser R2 values of 0.985, 0.986, 

0.988, 0.988, and 0.987 correspondingly. Followed by, on 

1st day and BS of 128, the figure noted that the AFODL-

APM approach has reached superiorR2 value of 0.996 

whereas the GRU, LSTM, BiLSTM, CNN-LSTM, and 

CNN-GRU methodologies have resulted to reduced R2 

values of 0.987, 0.978, 0.986, 0.980, and 0.996 

correspondingly.  

Table 2 and Fig. 5 offers actual vs predicted PM2.5 values 

of the AFODL-APM model under distinct time step. The 

experimental results portrayed that the AFODL-APM 

model has shown closer predicted outcomes over actual 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(4s), 22–34 |  31 

ones. For instance, with time step of 10hrs and actual 

PM2.5 value of 103.52, the AFODL-APM model has 

predicted value of 103.94. Then, with time step of 40hrs 

and actual PM2.5 value of 162.08, the AFODL-APM 

approach has predicted value of 158.88. Followed by, with 

time step of 80hrs and actual PM2.5 value of 33.55, the 

AFODL-APM methodology has predicted value of 37.07.  

Table 2 PM2.5analysis of AFODL-APM technique under distinct time steps 

PM2.5 

Time Step (hrs) Actual Predicted 

0 5.41 8.29 

10 103.52 103.94 

20 102.76 106.85 

30 162.08 160.23 

40 162.08 158.88 

50 5.41 6.43 

60 51.04 51.70 

70 84.50 87.66 

80 33.55 37.07 

90 60.93 58.29 

100 108.84 104.04 

110 152.19 152.61 

120 111.88 115.29 

130 13.77 16.55 

140 8.45 4.91 

150 39.63 44.13 

160 64.73 63.75 

170 69.29 70.25 

180 20.62 16.80 

190 13.77 18.61 

200 6.93 4.22 

210 9.21 12.11 

220 19.86 23.74 

230 25.94 21.35 

240 55.60 53.21 

 

Next, with time step of 100hrs and actual PM2.5 value of 

108.84, the AFODL-APM model has predicted value of 

104.04. Afterward, with time step of 150hrs and actual 

PM2.5 value of 39.63, the AFODL-APM system has 

predicted value of 44.13. In line with, with time step of 

200hrs and actual PM2.5 value of 6.93, the AFODL-APM 

algorithm has predicted value of 4.22. At last, with time 

step of 240hrs and actual PM2.5 value of 55.60, the 

AFODL-APM model has predicted value of 53.21.   

 



 

International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(4s), 22–34 |  32 

 

Fig. 5.PM2.5analysis of AFODL-APM technique under distinct time steps 

 

Based on the results from the experiments and analysis, it 

can be inferred that the proposed neural network has the 

ability of predicting AQI effectively over the other existing 

AQI prediction models. 

Table 3. Model Performance analysis with different feature set 

Features MAE RMSE R2 

All Eight Features 8.217 16.214 0.979 

05 Features excluding rain 8.104 15.989 0.982 

04 Features excluding rain, and pressure 8.087 15.786 0.988 

03 Feature excluding temperature, rain, and 

pressure 

7.956 15.156 0.992 

 

The correlation coefficient between each attribute and 

PM2.5 concentration was determined for the Beijing 

PM2.5 dataset. Table 1 demonstrates a positive link 

between dew point, and wind direction, and a negative 

correlation between temperature, air pressure, wind speed, 

and rainfall and PM2.5 concentration. All of the 

meteorological variables are discovered to have modest 

correlations with one another, proving that there is no 

information duplication among them and allowing them to 

be used directly as input for the prediction model. 

5. Conclusion  

In this study, a novel AFODL model has been developed 

for the prediction of value of air pollutant by using 

hyperparameter optimized deep learning model. The 

presented AFODL model was trained on pre-processed 

input data. The presented AFODL model utilized DBN for 

performing the predictive analytics. The AFO algorithm is 

employed for optimizing the hyperparameters value of the 

DBN model which shall help the model to enhance the 

predictive performance. The experimental evaluation of the 

AFODL based network is evaluated and the results are 

inspected under different scenario. The simulation results 

reported the enhancements of the AFODL model over 

existing methods. Thus, the proposed AFODL model can 

be utilized for efficient air pollutant prediction in real time. 

In future, feature selection process can be combined with 

the prediction network to enhance the overall efficiency of 

the AFODL model.  
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