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Abstract: In recent years, data mining has arisen as a possible new field for identifying insights in the underlying patterns of big datasets. 

This discovery can be accomplished through the examination of massive amounts of data. The utilization of huge datasets is one method 

for accomplishing this goal. Data mining is a labor-intensive technique that involves mining enormous databases for buried meaning and 

searching for prospective applications in those datasets. In a nutshell, it is a method that entails looking at data from several angles in order 

to achieve a greater knowledge of the data in question. The subject of medicine is one of the many that could benefit from these new 

understandings, which have a wide range of applications. In this paper, we develop big data mining pattern using deep learning algorithm 

to predict the rate of heart attack in human beings. 
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1. Introduction  

We simply would not be able to function if our hearts were 

removed from our bodies. Existence presupposes that one 

possesses a heart that is capable of carrying out its regular 

duties as intended. Problems with the heart can have far-

reaching implications on a person health, affecting not 

only the heart but also the brain, the kidneys, and every 

other organ in the body in addition to the heart itself [1].  

These problems can have a negative influence on the heart 

itself. A heart attack is the most prevalent cause of 

unexpected mortality in modern times and it can occur 

anywhere in the world. It used to be that only people in 

their middle years or older were at risk for having a heart 

attack, but modern society reliance on a diet of fast food 

and lack of exercise has rendered young people equally as 

vulnerable as older people. In the past, only people in their 

middle years or older were at risk for having a heart attack. 

It might be difficult for doctors to anticipate when a 

patient will have a heart attack because of the complex 

nature of the disease. As a consequence of this, a 

technique for forecasting heart attacks that is founded on 

data mining might prove to be advantageous [2]. 

According to a research that was not too long ago issued 

by the World Health Organization cardiovascular diseases 

(commonly known as CVDs) are the biggest cause of 

death across the globe. It is estimated that cardiovascular 

illnesses were the cause of death for 17.9 million persons 

around the world in 2016, which is equivalent to 31% of 

the total number of people who passed away worldwide in 

that same year [3]. According to the findings of recent 

research, cardiovascular illness is the primary contributor 

to 85% of these fatalities. A sizeable number of scientists 

have, for a considerable amount of time now, taken an 

interest in the modeling and prediction of the risk of 

cardiovascular disease (CVD). 

On the other hand, it has been shown that the predictive 

potential of these risk scales is fairly limited. This is since 

the pathophysiology of cardiovascular disease is complex 

as well as variable. The availability of novel risk 

biomarkers has been steadily increasing, which has 

resulted in a concomitant increase in the need for disease 

prediction models with a higher degree of precision. This 

makes it extremely difficult to develop risk models that 

can be relied upon. Because of this, developing risk 

models that can be depended upon is a challenging 

endeavor [4]. 
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In addition, recent research has shown that the factors that 

put people at risk for cardiovascular illnesses differ not 

only according to the social setting in which they are 

living, but also according to their ethnic background and 

their region [5]. As a consequence of this, an adaptive 

method ought to be applied in order to build more precise 

models of CVD risk that are able to be effectively adapted 

to a particular population. This is necessary in order to 

achieve the desired level of precision. 

As a result of recent advancements in national or regional 

EHR management systems, it is now possible to combine 

and share EHR data from a number of different 

institutions. This has made it more simpler and much 

quicker to collect data from a large population for the goal 

of utilizing it in retrospective cohort studies to improve 

one ability to evaluate characteristics that put one at risk 

for cardiovascular disease. Electronic health records were 

the source of the information for this investigation [6]. 

The vast majority of the findings, on the other hand, 

demonstrated only minor improvements when compared 

with risk scales that had been established previously. 

However, despite the fact that the data from EHR are more 

simpler to obtain than the data that are used in 

conventional cohort studies, the quality of the data from 

EHR is noticeably lower [7]. 

One research that could be followed is identifying whether 

or not the data from EHRs are inherently inaccurate, 

which would render them unsuited for the purpose of 

producing exact forecasts. This is since virtually all of the 

methods that have been published to far demand that the 

EHR data be transformed into a single matrix, which 

removes any dynamism that may exist in the data [7] [8]. 

One of the main reasons why there are so few studies on 

this subject is because of this. Because of this, it is 

anticipated that the development of a more effective 

modeling strategy, the implementation of more 

sophisticated machine-learning algorithms, and the 

provision of new data resources will all positively 

contribute to the efficacy of the prediction models that are 

currently being utilized. 

2. Related works 

It is challenging to gather data from disparate locations 

due to the sheer volume of data that must be collected as 

well as the fact that the data must be collected in a variety 

of formats. Second, the amount of storage space that is 

required for large datasets that are also diverse is the most 

significant issue that might occur because of having such 

datasets [9]. Large amounts of data necessitate stringent 

criteria, not only for the system storage but also for the 

component guaranteed levels of performance. The 

analysis of large amounts of data is particularly 

challenging in this regard [10]. A new processing 

paradigm is necessary to handle these challenges because 

the existing data management systems are inefficient 

when it comes to dealing with the diverse nature of data 

or the real-time nature of the data. 

On the other hand, the management of structured data is 

typically handled by more conventional RDBMSs like 

MySQL. This is because structured data is easier to 

organize. Sadly, the vast majority of systems are incapable 

of processing information that is merely semi-structured 

or unstructured. The fact that traditional RDBMS are 

unable to scale for fault tolerance and parallel hardware 

management renders them unsuitable for managing 

expanding datasets from a scalability point of view [11]. 

One example of the many works that have been provided 

by the academic community to solve the issues of storing 

huge and heterogeneous amounts of data is the NoSQL 

database management system [12], which is just one 

example of the many works that have been offered. When 

dealing with vast amounts of data where a relational 

model is not required due to the nature of the data, these 

solutions can be helpful [13] [14]. 

The Map operation and the Reduce operation are the two 

components that make up the MapReduce [15] method of 

performing parallel processing. It is put to use for the 

purpose of processing enormous quantities of data that are 

dispersed all throughout a commodity cluster. When 

employing the MapReduce system, iterative algorithms 

are carried out at an extremely sluggish pace, which is one 

of the system most major drawbacks. Iterative 

computations fall outside the boundaries of what was 

initially envisioned as being possible with the MapReduce 

programming model.  

Hadoop is a system for processing data in batches that 

uses the MapReduce programming language for the aim 

of storing and processing enormous amounts of data in a 

distributed manner. Hadoop was designed with the 

intention of achieving these goals. It has a high fault 

tolerance and provides a distributed storage system 

through the use of the Hadoop Distributed File System 

(HDFS) [16]. 

It is not viable to use Hadoop for real-time stream 

processing, nor is it possible to use Hadoop for 

computation that takes place in memory. Additionally, it 

is not always simple to apply the MapReduce paradigm to 

all different types of issues. Hadoop can only be utilized 

for processing data in batches. It possible that the arrival 

of the results will be greatly delayed depending on how 

much data is being analyzed [17].  

The computing approach that is known as stream 

computing places a primary emphasis on the rate at which 

the data, which is continuously input and output, is moved 

through the system. Processing with low-latency in 
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addition to real-time computing and high throughput are 

all provided by BDSC as a result of its utilization of a 

distributed message bus. Big data analytics in the 

healthcare business aims to achieve a number of goals, the 

primary one being the extraction of actionable insights 

from huge amounts of data. The massively parallel 

processing architectures that are provided by BDSC are 

ideally suited to achieving this objective [18]. 

Research and clinical practice in the healthcare business 

are beginning to enjoy considerable benefits from the 

ever-increasing popularity of big data analysis. This is due 

to the fact that big data analysis is becoming more and 

more widespread. It has made it feasible to capture, 

administer, analyze, and assimilate massive quantities of 

heterogeneous, structured, and unstructured data that are 

generated by current healthcare systems [19].  

In order to accomplish its purpose of real-time discovery 

of the unrealized potential of big data in the healthcare 

industry, BDSC has emerged as a significant participant 

in the field of big data analytics. The application of 

machine learning to such a vast volume of data creates a 

difficulty because traditional machine learning 

architectures were not designed to deal with data streams 

of this magnitude or speed. The application of machine 

learning is made more complex as a result of this 

difficulty. In addition, the processing of analytical data is 

fraught with a variety of difficulties that must be 

overcome [20]. 

In order to perform more in-depth analytical processing, it 

is important to integrate data between multiple systems. 

Even though machine learning is utilized in the vast 

majority of cutting-edge research, the challenge of 

applying machine learning in real time to enormous 

streams of streaming data has not yet been solved. This is 

despite the fact that machine learning is one of the most 

important components of cutting-edge research. On the 

other hand, Hadoop is a computer system that operates in 

batches, and the bulk of healthcare analytics solutions 

have focused their emphasis on Hadoop as a result [21]. 

As a whole, the population is becoming older, and as the 

prevalence of chronic diseases keeps climbing, more and 

more people are paying attention to the constraints that are 

imposed by conventional medical care. In addition, the 

community of people who are afflicted with heart disease 

is rapidly adopting medical IoT for the purpose of 

continuous monitoring in order to carry out real-time 

interventions in the case of an unexpected emergency. 

This suggests that a considerable amount of data is being 

generated by the millions of sensors that are currently 

present in the environment. In scenarios in which there is 

a risk of someone losing their life, it is not easy to make 

sense of the available data and decide what actions to take 

quickly [22]. 

3. Proposed Method 

Internet of Things goal is to make it possible for devices 

to collect data from one another and share it with one 

another as well as with the systems that are housed in data 

centers. This is necessary in order to either comprehend 

the behavioral patterns of the users or to extract the 

important information. It is impossible to accomplish 

either of these goals without first completing this step. 

More than any other sector of the economy, healthcare 

will be the primary user of Internet of Things-related 

technology in the not too distant future [31], accounting 

for forty percent of that technology. The fields of medical 

informatics and other information technology are coming 

together to improve the healthcare business by reducing 

costs, eliminating waste, and enhancing the quality of 

treatment provided to patients. In the event of a medical 

emergency, such as one brought on by heart disease, 

diabetes, or any of a broad variety of other chronic 

conditions, real-time monitoring carried out through the 

Internet of Things assists in the saving of lives. A plethora 

of health-related services, many of which measure vital 

signs in real time, are available online and may be 

accessed by anybody. In this day and age, the internet 

offers a wealth of information on a variety of topics, 

including health.  

Spark  

Spark is a processing engine, and as such, it runs one 

master process in addition to many worker processes for 

each Spark application. This is done so that data can be 

processed in parallel. The Spark master is analogous to the 

person behind the wheel of a vehicle, while the Spark 

employees play the part of the individuals riding in the 

vehicle.  

As a result of the central role it plays, the driver is 

accountable for carrying out a variety of activities, 

including assessing, dividing, scheduling, and monitoring 

the progress achieved by the executors. During the 

entirety of the application runtime, it is the driver job to 

make sure that all the data is accurate and up to date. 

Figure 1 reveals that the primary responsibility of 

executors is to carry out the instructions that are given to 

them by the driver.
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Fig. 1: Proposed Framework 

Use case datasets 

We placed the suggested model to the test by utilizing two 

separate collections of data. The diabetes data set that was 

used in our analysis was obtained for this purpose from 

Kaggle [36], a website that gives data scientists access to 

online datasets. This was done for the aim of utilizing the 

data set in our investigation. Finding and analyzing free 

data may be made much easier with the help of Kaggle, 

which is the company primary goal. 

The dataset on diabetes includes a total of 15,000 records, 

each of which includes eight separate attributes, including 

gestational diabetes, blood sugar, blood pressure, skin 

thickness, insulin, body mass index, diabetes family 

history, age, and a binary outcome value of either 1 or 0. 

The binary outcome value can be either 1 or 0. The value 

of the binary outcome can be either one or zero. 

The second source was a database that has been analyzed 

before and includes HD patients from Cleveland. A 

significant percentage of the pieces of writing that were 

produced regarding machine learning made use of it. 

This dataset class label attribute contains labels for two 

classes: those indicating the existence of heart disease and 

those indicating the absence of heart disease. The class 

label property used to have the ability to take one of four 

alternative values; however, it now only accepts the values 

0 and 1. If the value is 1, it indicates that someone has 

heart disease, but if the value is 0, it shows that someone 

does not have heart disease. 

The Spark environment will be covered in this section, 

and throughout it, we will learn how to conduct predictive 

analysis on datasets utilizing that environment. After that, 

the contents of the CSV file are imported into an RDD that 

is composed entirely of strings. To train and evaluate our 

machine learning model that predicts the health of 

patients, we apply the map transformation to the RDD. 

This helps us organize the data more efficiently. This 

transformation makes use of the Parse RDD function so 

that each string element that is contained within the RDD 

can be converted into an RDD that is composed of labelled 

points.  

Spark implementation 

To classify the features of a user, first data on various 

diseases must be acquired from a variety of sources, and 

then a classification model must be developed making use 

of this information. This must be done to classify a user 

characteristic, regardless of whether the condition is 

present. Classification is one of the most important 

techniques for data mining because it can be used to 

unearth patterns that were previously concealed.  

Classification and regression problems are famous 

examples of when DT can be employed. Because of their 

user-friendliness, operational simplicity, interpretability, 

and scalability in a multiclass classification scenario, DT 

have been widely adopted as a go-to technique for 

machine learning classification applications. We made the 

forecast by utilizing DT from Spark machine, MLlib, 

which enables DT to be utilized in both binary and 

multiclass classification. This enabled us to create an 

accurate prediction. 

Decision trees, also known as DTs, are a form of model 

used in machine learning that are responsible for the 

creation of subsets of data. The process of partitioning 

starts with a binary split and continues forever until there 

is no longer any possibility of further division. A DT is 

constructed using recursive partitioning in a step-by-step 

manner. First, it is determined whether to split each node, 

and then, from among all of the possible splits, the 

partition that will yield the best results is chosen.  

Gini impureness and entropy are two examples of such 

criteria that are used to separate the group. Both measures 

can be calculated. The inherent impureness of a label node 

can be used to quantify the homogeneity of the node. 

Measurements of classification impurity can now be 

obtained in the implementation using the Gini and 

Entropy statistics. 

With the help of this approach, the entropy of 

characteristic S can be calculated: 

Users
Submit Spark 
Application

Spark Master Spark Worker

Task 
execution
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where,  

C - classes and  

p(S, j) - instances. 

(2) 

Calculating the entropy (Sv), where TsTs is the set of 

values of S in T, Ts is the subset of T induced by S, and 

Ts,v is the subset of T in which attribute S has a value of 

v, allows us to determine the amount of data that must be 

collected following the application of the partitioning by 

attribute S. we can define the process of acquiring new 

knowledge as: 

Gain(S,T)=Entropy(S)−Info(S,T) 

The formula used to measure the information that was 

acquired after a partition by attribute S is as follows:  

GainRatio(S,T)=Gain(S,T)SplitInfo(S,T) 

The information gain ratio for the attribute set S is defined 

as follows: 

SplitInfo(S,T) = 

−∑v∈Values(Ts)|T(S,v)||TS|∗log|T(S,v)||TS| 

For this reason, it is essential to have a reliable parallel 

Spark model for estimating the state of one health in an 

environment containing a massive amount of data. 

Because of this, utilizing the C4.5 model should be 

prioritized even higher on the list of priorities. The C4.5 

code is parallelized here with the help of Spark. 

4. Results and Discussions 

In this section, we will present an overview of the dataset 

that was utilized in the experiments that were conducted 

for this study at a high level. As was said before, for the 

purpose of our work, we make use of a cutting-edge 

dataset. This dataset was developed by African medical 

professionals, and these features are a component of the 

dataset that they produced. Only 14 of the characteristics 

that are available in this dataset are used in our analysis to 

identify whether a person has CHD. The following is a list 

of algorithmic traits, together with condensed descriptions 

of their functions and the range of possible values for 

those roles and values as in Table 1.

 

Table 1: Attributes 

Attribute Possible values 

Age Valid numbers 

Sex 1: male/0: female 

trestbps 90–200 

Chol 125–565 

Fbs 1: true; 0: false 

restecg 0: normal 

1: with ST-T 

thalach 71–202 

exang 1 = true; 0 = false 

old peak 0–7 

Ca 0–3 

 

In this section, we provide a detailed description of the 

experimental setup, including the experimental settings as 

well as the hardware and software platforms that were 

utilized in the studies. To generate estimates of the patient 

cardiovascular fitness, we searched for trends among the 

features contained within the dataset.  

Experimental Setup 

In order to monitor and study the performance of a 

proposed model on the benchmark dataset obtained from 

the UCI benchmark repository, the experiment uses the 

following settings: 

To carrying out this research and evaluating the results, an 

experimental environment was created on a personal 

computer. This product makes use of Microsoft Windows 

10 Pro operating system as its principal means of 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(4s), 90–99 |  95 

computer operation. The effectiveness of the classifier can 

be evaluated by using a few different performance 

indicators. There are a variety of metrics that may be used 

in machine learning to evaluate the performance of a 

classifier. In the following sections, we will go into further 

detail on some of these characteristics. 

Precision 

The precision of a classifier is the yardstick that is used to 

measure its accuracy when the efficacy of the classifier is 

being evaluated. When accuracy is high, there are fewer 

positive findings that are not warranted. As the model 

precision declines, there will be a rise in the number of 

false positives. 

Precision=TP/(TP+FP). 

Where,  

TP - true positive,  

FP - false positive.  

FN – False Negative 

Recall 

This is a statistic that can be used to evaluate how 

comprehensive the classifier is. When there is a high 

recall, there is a low number of false negatives, and when 

there is a low recall, the number of false negatives 

increases. In most circumstances, improving recall will 

result in a loss of precision. 

Recall=TP/(TP+FN) 

F-Score 

The F-score is a measurement of how well a test 

performed in terms of accuracy and recall. 

F1 Score=(Recall×Precision)/(Recall+Precision) 

F1 score divide the product of your recall score and your 

precision score by the sum of your recall and precision 

scores, as stated in the equation below. 

As was mentioned earlier, preparing datasets in advance 

of starting experiments is necessary since they need to be 

tailored to the kind of investigation that will be carried out. 

As part of the process of data preparation, the dataset is 

either saved directly into the file system with the 

assistance of a Python library called SKLearn or it is 

fetched into the file system by third-party software. 

SKLearn is part of the data preparation process. 

It was discovered that the dataset had a significant amount 

of background noise in addition to a few inconsistencies. 

To clean and standardize the data, this necessitated the 

creation of multiple programs in the Python programming 

language. To convert raw data into a feature matrix that 

can be utilized, specific algorithms need to be developed 

for a wide variety of jobs. Some of these tasks include data 

purification, anomaly replacement, mean value 

computation, normalizers, and many more. These 

procedures are discussed in greater detail in the section 

that is devoted to the proposed framework, which can be 

found above. 

After presenting the dataset in the form of a feature matrix, 

the next step is to separate the dataset into its individual 

components using a categorization scheme. As an 

illustration, we separated the records in the dataset into 

two categories: those with heart disease and those without 

heart illness. After that, the data is classified utilizing 

CNN into binary classes, and a classifier model that 

corresponds to those classes is then crafted and stored on 

disk.  

The overall accuracy of the model and stands at 97% and 

a classifier was developed that divides heart illness into 

four distinct categories to accurately reflect the 

information included in the dataset. We put a program 

written in Python through its paces so that it could count 

all possible classes as in Figure 2 - 5.
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Fig. 2: Accuracy 

 

Fig. 3: Precision 

 

Fig. 4: Recall 
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Fig. 5: F-Measure 

 

Fig. 6: Classification Error 

In addition to that, the Type 4 class contains a total of 50 

records. There were 10 records incorrectly classified as 

having type 1 illness; however, there are 30 records 

incorrectly classified as having type 2 illness. The 

sickness of type 3 has a false classification of six, but the 

disease of type 4 does not have any. 

5. Conclusions 

If cardiac diseases could be identified at earlier stages, it 

might be possible to reduce the number of deaths that 

result from heart attacks. With the help of an accurate 

classification system, a doctor can determine whether or 

not a patient has cardiovascular disease before the patient 

ever shows symptoms. 

 In this study, an attempt is made to forecast the presence 

of heart disease by making use of several deep neural 

networks as well as a cutting-edge dataset obtained from 

the UCI repository. This data collection includes the 

results of some heart tests as well as common behaviors 

associated with humans. The results of the research 

indicate that the proposed model performs more 

effectively than the strategies that are currently in use and 

that are referenced in the study. The accuracy of the 

84

86

88

90

92

94

96

10 20 30 40 50

V
al

u
e 

(%
)

Dataset

HDFS Spark

0

2

4

6

8

10

12

10 20 30 40 50

V
al

u
e 

(%
)

Dataset

HDFS Spark



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(4s), 90–99 |  98 

suggested model is exceptionally good, coming in at 97% 

on average.  
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