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#### Abstract

D reconstruction on stereo vision is widely used mainly for measuring distances of objects in a scene or sizes of the object. It is based on the triangulation of point correspondences in stereo images. The accuracy of point correspondences as well their number has great impact in the performance of 3 D reconstruction of the object in a scene. In many cases stereo images are obtained by handheld cameras, with same parameters or not. The vertical camera axes are assumed to be parallel, but usually they are approximately parallel or not parallel, obtained stereo images are rotated related to each other. The paper considers the pixel correspondences in case where cameras have different parameters, and the vertical axes of stereo images create an angle between them. Images are first aligned according to each other by a transformation function defined by control points. Point correspondences between reference and registered image are defined, and their similarity is calculated based on respective normalized descriptive vector. Statistics about correspondences in registered images is compared with the ones in rotated images. Experimental results show that accuracy of correspondences is increased.
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## 1. Introduction

Stereo vision is an important technique in 3D reconstruction. It employees two cameras targeting the same object, they may have the same parameters or not. Mainly the triangulation approach of point correspondences is involved for the 3D reconstruction [1]. Finding the right correspondences is the main problem in stereo vision, false ones have a significant impact in the reconstruction process. Two approaches are used for finding correspondences, sparse stereo matching and dense stereo matching [2]. In sparse matching algorithms, distinctive points are extracted from the image pair and the corresponding points are established. Two sparse matching algorithms are developed, the first is based on KLT tracking algorithm and the second is based on correlations between regions of potential matches [2, 3]. The first works better for image pairs with narrow baselines, it is fast and accurate, the second is well used for image pairs with a larger baseline. Dense matching, in contrast to sparse on, finds matches for all points in the images. The matching search is constrained by the epipolar geometry. Two dense matching algorithms are developed. The first works better for narrow baseline, and assumes a

[^0]known approximate solution for matching, the second is well suited for larger baselines and computes the matching score along the corresponding epipolar line [4]. The dense match algorithm returns a disparity map used for the 3D stereo reconstruction of the object. Finding exact correspondences is a challenge in 3D stereo reconstruction process.

Image registering process overlays two or more images of the same scene taken from different cameras and angles to spatially align the images. It calculates the spatial transformation to align an image according to another one. Usually, it is used for image analysis when images from different sources need to be combined. It is implemented in two ways, as image-to-image registration, where the images integrate matching pixels and as image-to-map registration where the image is distorted to match the map information of the other image keeping the original resolution [5,6,7,8]. The aim of the paper is to increase the matching correspondences found in the sparse stereo matching based on correlation of regions. The two cameras used in stereo vision usually have the same parameters, but in some cases they may be different. The images taken from them may be aligned, but in cases where handheld cameras are used, usually the left-hand and right-hand images are not aligned to each other. The paper analysis the match correspondences found from the image pair obtained where the vertical axes of the cameras are not parallel and the handheld cameras are not the same. The issue of the paper is to compared the number of correspondences points between left-hand and right-hand images with the one where the images are first
registered regarding each other. Registering the images increases the similarity between them, which influences in the matching correspondences. The two stereo images are taken from different handheld cameras, with different resolutions and focus and their vertical axes are not parallel, the object in one image is inclined regarding the same object in the next image. The corresponding points are found, and the histogram of the number of corresponding points related to the distance is performed. The inclined image is registered regarding the reference one, corresponding points are found and the histogram is done. Experimental results show that the number of corresponding points of the original images and in the registered ones is increased.

The paper is organized in seven sections, related works are treated in section two, an analysis of stereo vision with passive and active categories, point and feature correspondences and their challenges are discussed in section three. Section four treats image registration process and different methods. The proposed algorithm is treated in section five, discussion of results is part of section VI, conclusions and further work close the paper.

## 2. Related Works

In [9] a high precision measurement schema based on stereo vision is proposed. Existing methods for the optimization of image registration procedure are covered. Based on the global polynomial optimization a hybrid method combines the SVD method, interleaving parameterization algorithm and the convex matrix inequalities relaxation achieving a global solution for the fundamental matrix.

In [10] the point cloud registration and generation from stereo images is discussed. Point clouds are extracted from stereo images of the same object taken from different angles are merged to create e 3D model of the object.

In [11] a highly accurate joint photometric and geometric image alignment is performed based on a new depth driven approach. The state of minimal energy is solved based on a real time capable alternating iterative optimization schema. Performance of disparity estimation is improved based on energy formulation on pixel wise color similarity.

In [12] a hybrid stereo vision system is proposed by a dynamic predictor. A low overhead accurate hardware predictor that uses the percentage of dark regions and the perceived brightness construct a real times system. The predictor provides necessary hints to activate a higher-level control system in case that disparity estimation is low.

In [13] a software tool is proposed for generation of stereovision disparity for Xilinx FPGAs.

In [14] the robust registration method for ultra-field infrared and visible images is proposed. The control points are extracted utilizing phase congruency and are optimized
based on the guidance map. The ROI pair matching is performed based on epipolar curve. A multiple phase congruency directional pattern is established. A weighted histogram of phase congruency amplitudes encoded as binary patterns is presented to distribute information.

## 3. Stereo Vision

Stereo vision (SV) is the process of extracting 3D information from two 2D images taken from two cameras on the same scene by examining the relative positions of objects in these images. Depth information is obtained by the comparison of these images, which yields the disparity map. Usually some preprocessing steps are performed, barrel and tangential distortion are removed, image rectification and some measure information from the object. 3 D reconstruction process concludes in a 3D point cloud, providing measurement at a known scale [15].

SV is used in obtaining 3D images. Two or more cameras, with known distance between them are employed in 3D reconstruction by capturing multiple images. Triangulation of the distance between cameras, the image matches and specific procedures are used to form the 3D image $[15,16]$. A number of methods are carried out for 3D reconstruction based on the collected information from images, but all of them are based on the disparity map in correlation of the distance of the object from cameras system with the baseline according to (1), where B represents the baseline distance and $F$ the focal length of the camera lens.
$\mathrm{d}=(\mathrm{BF}) / \mathrm{z}$

Stereo vision consists in passive, active and multiplebaseline stereo vision.

### 3.1. Passive Stereo Vision

In passive stereo vision (PSV), distance of the object from the camera system must be known.

The dynamic movement of the cameras prevents accurate 3D reconstruction since it is difficult to determine multiple baselines without assistance. In PSV, the inclusion of more than two cameras significantly increases the accuracy of 3D modeling because the number of matching points based on correspondences increases [17]. Two of the limitations of PSV are the existence of false boundaries, as illustrated in Fig. 1 and the problems that come from reflectance, illustrated in Fig. 2. These two problems prevent obtaining true boundaries and surface topography due to the diversity of light intensity from the surface of the object due to high levels of reflectivity.


Fig. 1. Some parts of the object are not seen from other camera.

### 3.2. Active Stereo Vision

Unlike PSV, active stereo vision (ASV) allows dynamic movement of the cameras and the system. ASV processes the frames received from the cameras and merge them to form a more detailed 3D image. The light projected onto objects provides images captured by cameras to be matched together based on point correspondences [18].

Fig. 3 illustrates the acquisition of object images from different camera positions enabling automatic processing and 3D modeling through ASV.

ASV has its own limitations also. Simpler shapes of objects provide fewer matching points than more complex ones as pentagons or hexagons [16,18].


Fig. 2. Reflection of the object surface


Fig. 3. Object seen from different camera position

### 3.3. Multiple-Baseline Stereo

In Multiple Baseline Stereo (MBS) utilizes many cameras for capturing images, processing and matching them to increase the accuracy of 3D reconstruction and at the same time allowing a wider view of the object. In MBS, a tradeoff must be set between the accuracy of pixel correspondences and the accuracy of 3D reconstruction of the object $[18,19]$. From eq. 1 is observed that disparity and distance are proportional if the distance doesn't change. If the distance between cameras is extended, the disparity is increased yielding a more accurate distance from the object. But, increasing disparity increases the search region of pixel matches which increases the possibility for false matching.

The relation between disparity and baseline is illustrated in Fig. 4.

A proposed solution is to combine coarse and fine image captures. A short baseline is used for a coarse image, which results in an increased number of point correspondences. Repeating the process for a group of cameras make it possible for a high precision 3D reconstruction of the object.

### 3.4. Challenges Appeared in SV

Although the SV has advanced in the way to give solution to challenges, some new challenges has also come to place. Challenges consists in image matching, false boundary, reflection issues and identification to obstacles.


Fig. 1. Relation between disparity and baseline

### 3.4.1. Point Correspondences in Image Matching

Stereo Image matching is the basic procedure in 3D reconstruction in stereo vision. It consists in finding pixel correspondences in the left and right images based in the correlation of regions surrounding the corresponding pixels.

Some methods match all common features between images, some methods include line matching on boundaries or edges of the object, some methods find correlation between image patches using area based measurements, others analyze the correlation of windows template surrounding the current pixel in both stereo images, requiring a large amount of processing power. The last method enables the implementation of optimization techniques of the correlation of the surrounding area of the pixels.

### 3.4.2. False Boundaries

Based on different position of cameras, usually some edges are out of view from respective cameras, which may result in false matching. The solution can be moving the camera along the object, but the problem can be complicated when the background of the object is uniform.


Fig. 2. Boundaries with no correspondence

### 3.4.3. Reflection of the Surface

Changing the light reflection from the object's surface has consequences in 3D reconstruction of the target object. Due to the uniformity of the surface, the structured light may lead to obtain a false surface which leads to false matching. Fig. 6 illustrates a false reflection of the structured light.


Fig. 3. Surface reflection
Usually this happens due to the textured geometry of the object as illustrated in Fig. 7.


Fig. 4. False contour perceived from surface reflection
In Fig. 7 in black is shown the true geometry of the object, the red lines show the false geometry of it caused by the texture surface of the material.

## 4. Image Registration Technique

Image registration is the process of determining the correspondence between points in images of a scene, usually to fuse the complementary information. Relationship between two or more images usually is needed in the combination of the information content of them [7,20].

In general, the method involves a number of corresponding points to generate a transformation function of one image according to the other. Assuming that N corresponding points are known, as illustrated in equation (1), the function $f()$ need to be determined.

$$
\begin{align*}
& \left\{\left(x_{i}, y_{i}\right) \leftarrow f(,) \rightarrow\left(X_{i}, Y_{i}\right): i=1, \ldots, N\right\}  \tag{1}\\
& \left(X_{i}, Y_{i}\right)=f_{x, y}\left(x_{i}, y_{i}\right), i=1, \ldots, N \tag{2}
\end{align*}
$$

After the transformation function $\mathrm{f}(\mathrm{x}, \mathrm{y})$ is determined, the for every pixel with coordinates ( $\mathrm{x}, \mathrm{y}$ ) in the reference image, the respective transformed coordinates are calculated to obtain the registered image .

Transformation functions are dependent of geometric differences between images, the accuracy of the based corresponding points, the density and organization of them. These corresponding points are otherwise called control points, their accuracy, density and organization is very important, for more in the presence of noises. Due to the nonlinearity of image acquisition devices, usually the images to be registered have nonlinear geometric differences. In some cases it is possible to replace the nonlinear transformation functions with linear ones without significative difference. In case of noises, the approximated methods are preferable over interpolated ones to determine the transformation function. The mathematics of transformation functions is based on the similarity transformation which involves the rotation, translation and scaling between two images, as described in (3).
$X=x \cos \theta-y s \sin \theta+h$
$Y=x \sin \theta+y s \cos \theta+k$

In (3) s means scaling, $\theta$ means rotational and (h,k) mean translational differences between two images. To solve (3) according to above parameters, two known point correspondences are needed. The scaling difference is determined from the ratio of distances of corresponding points, rotational difference is determined from the angle of lines connecting two corresponding points in each image. The two other parameters are determined using the coordinates of one corresponding point and solving (3).

In matrix language the (3) can be written as (4).
$\boldsymbol{P}=s \boldsymbol{R} p+\boldsymbol{T}$
In (4) $\mathbf{P}$ stands for coordinates of control points in the sensed image, $\mathbf{p}$ stands for the coordinates of the corresponding one in the reference image, $\mathbf{R}$ is the orthonormal matrix representing the rotation, s represents scaling and $\mathbf{T}$ represents translation. To determine the transformation function, the scaling $s$ is calculated first, then rotational matrix $\mathbf{R}$ and translation vector $\mathbf{T}$. Equation (5) illustrates the determination of matrix $\mathbf{R}$ and translation vector $\mathbf{T}$ based on coordinates of corresponding points
$\mathbf{P}_{i}=\mathbf{R} \mathbf{p}_{i}+\mathbf{T}, i=1, \ldots, N$
Considering the noise or other inaccuracy of the corresponding points, the matrix R and vector T are calculated by the minimization of results difference according to (6).
$E^{2}=\sum_{i=1}^{N}\left\|\mathbf{P}_{i}-\left(\mathbf{R p}_{i}+\mathbf{T}\right)\right\|^{2}$
According to [...] the rotational matrix is determined using (7).
$E_{R}^{2}=\sum_{i=1}^{p}\left\|\mathbf{Q}_{i}-\mathbf{R q}_{i}\right\|^{2}$,
Where $\mathrm{Q}_{i}=\mathrm{P}_{i}-\mathrm{P}, \mathrm{q}_{i}=\mathrm{p}_{i}-\mathrm{p}$ and $\bar{P}$ and $\bar{p}$ are centers of gravity of the corresponding control points in sensed and reference images.

And the translation vector is calculated based on (8).
$\mathrm{T}=\mathrm{P}-\mathrm{Rp}$
Correspondence between images is mainly established through image registration process, which is basically classified as:

1. Image to image registration where the images are aligned according to a base image to integrate the pixels that represent the same object
2. Image to map registration, the input image is warped according to a base image to match the map information retaining its spatial resolution.

In image registration process, an image is spatially transformed according to another image referred as the reference one. Registration is a key step in the analysis of the image especially when data from different sources are
combined. During the registration process two challenges appear, first, need to be determined the corresponding points between images, known as the matching process, and second, the information transformation process minimizing the distance between the aligned images [21].

The algorithms for image registration are classified in area and featured based methods. Area based methods are preferable when the prominent details of image are absent and the distinctive information is based colors or grey levels, feature based methods are used when there is information about local shapes and structures in the image. Features like points, edges, contours, corners, intersection points, surfaces are used for image matching. Four steps are followed to perform image registration: feature detection, feature matching, design of mapping function, image transformation and resampling [20, 21].


Fig. 5. Steps in image registration process
Image registration methods are classified in two general classes: area-based approaches and feature-based methods, but a more specific classification exists, as described following:

### 4.1. Pixel Based Method

The method is widely used for template matching or pattern recognition, it performs finding of location and orientation of a pattern or template in an image. As a matching metric it uses cross-correlation. The key disadvantages of the method are the high processing complexity and the maximum measured by flatness similarity.

### 4.2. Feature Based Methods

Feature based methods extract and abstracts information from images by reducing the redundant one. A sufficient number of features which are more tolerant to distortions are selected, then a matching process is performed. Usually, the feature based method is used when misalignment between images is not known. It consists in three stages, image features are extracted, correspondences are established between the features' image and the reference one, the spatial transformation is performed based on these correspondences.

A drawback is that features are preferred to be in distinctive parts of the image, but usually the selection is not based on their location.

### 4.3. Multimodal Image registration

In some cases, images are captured from different devices, yielding in images with different characteristics and general techniques based on spatial correlations may not be applied directly. In these cases, the registration is based on mutual information. Registration is performed using the entropy of the images, it doesn't change and in cases when the histogram changes. The method is accurate, but its performance lacks when images are of low resolution, contain little information or the overlapped region is smaller than mutual information.

### 4.4. Image Registration Using Frequency Information

The method is used when the images to be registered have only translation between them. The accuracy is higher than correlation method but less than other methods. Applying the Fourier transform only on the extracted features, results in an increased performance.

### 4.5. Image Registration based on Genetic Algorithms

Genetic algorithms use intrinsic parallelism and iterative procedures. The fitness function evaluates the quality of each candidate for each generation. The selected candidates then are combined and new candidates are produced. Evaluation and selection process terminates when a criteria is reached or a convergence is obtained. It is a reliable method usually in digital maps.

## 5. Algorithm

Two images of Tower Eiffel are obtained from two cameras with different parameters, at the same time. Images are shown in Fig. 9 and Fig. 10.


Fig. 6. Left image or the reference one


Fig. 7. Right image or the sensed one
Fig. 9 is captured from handheld camera 7 M pixels with focal length $\mathrm{f}=7.4 \mathrm{~mm}$, tower is 700 pixels tall. Fig. 10 is captured from handheld camera 10M pixels with focal length $\mathrm{f}=5.2 \mathrm{~mm}$, tower is 600 pixels tall.

In each of the images distinctive points are defined and a window surrounding the distinctive point is defined, with size $11 \times 11$ pixels. It means that a descriptor of 121 elements corresponds to every distinctive point. The values of the pixels within window are offset by the mean value, rearranged into a vector and normalized to create a unit vector. ZNCC similarity measure is performed to compare the descriptor vectors as shown in (9).

$$
\begin{align*}
S & =\frac{\sum_{i=1}^{N}\left(I_{1}[i]-\bar{I}_{1}\right)\left(I_{2}[i]-\bar{I}_{2}\right)}{\sqrt{\sum_{i=1}^{N}\left(I_{1}[i]-\bar{I}_{1}\right)^{2} \cdot \sum_{i=1}^{N}\left(I_{2}[i]-\bar{I}_{2}\right)^{2}}} \\
& =\underbrace{\frac{I_{1}[i]-\bar{I}_{1}}{\sqrt{\sum_{i=1}^{N}\left(I_{1}[i]-\bar{I}_{1}\right)^{2}}} \cdot \underbrace{\frac{I_{2}[i]-\bar{I}_{2}}{\sqrt{\sum_{i=1}^{N}\left(I_{2}[i]-\bar{I}_{2}\right)^{2}}}}_{f_{2}}} \tag{9}
\end{align*}
$$

The ZNCC of the two descriptor vectors is their dot product, resulting in the similarity measure between $[-1,1]$, where perfect match is 1 , but values $\geq 0.8$ are good matches [22]. These descriptors are distinctive and invariant to changes of intensity but not to scale or rotation. The aim of the paper is to increase the number of point correspondences based on ZNNC by registering images. Image register process improves the similarity between surrounding windows of the distinctive corners for rotated and scaled images. Similarity between normalized descriptive vectors is calculated using Euclidian distance. Harris operator is used to detect points in both images and HOG is the respective method to emerge the respective descriptor $[23,24]$.

The matched corners serve as control points in the image registration process. Transformation function is defined based on the corresponding control points, the entire sensed image is transformed to be aligned according to the reference image. Pixel based method is performed for image registration.

The corresponding points are defined for the following three cases:

1. Case 1 - corresponding points are defined their similarity is measured for the two original images
2. Case 2 - corresponding points are defined their similarity is measured for the two images, where one is rotated
3. Case 3 - corresponding points are defined their similarity is measured for the two images, referenced and registered one

The results are compared to see the effect on the number of corresponding points when the image register process is implemented. The cumulative histogram of distribution of calculated distances between corresponding points and the histogram of distributed distances of corresponding points are created. Statistical results are analyzed and compared between three cases.

## 6. Implementation

Two images, as shown in Fig. 11, with different resolutions are taken, handheld cameras are considered not parallel to each other, and with not the same focal length. The two images have different sizes and orientations, determining the corresponding points is not easy.

Determine the number of corners found in each of the images. Both images are aligned, so their vertical axes are considered parallel to each other. Implementing the algorithm results that from the first image are detected 1288 corners and from the second one are detected 1426 corners. From the comparison of descriptors, 644 good correspondences are found, from a total of 1288 ones. $35 \%$ of all matches have descriptor less than 0.05 .

The output of the implementation in Matlab is as following: 1288 corners found ( $0.1 \%$ ), 1288 corner features saved 1426 corners found $(0.1 \%), 1426$ corner features saved $\mathrm{m}=644$ corresponding points (listing suppressed)
$\mathrm{m} 2=1288$ corresponding points (listing suppressed)


Fig. 8. Left and right original images


Fig. 9. Lines connecting corresponding points
The Fig. 12 shows lines connecting the corresponding points, most of the correspondences are correct, but there are also wrong correspondences. The lines connecting the incorrect correspondences do not have the same trend as the lines connecting the correct correspondences, whose trend is decreasing to the right.

The Euclidean distance is determined between the descriptors of the corresponding corners, the cumulative histogram of the distance distribution is done, without defining the threshold, as shown in the Fig. 13.


Fig. 10. Cumulative histogram of distribution of distances
From the cumulative histogram it is seen that $34.6 \%$ of all corresponding points have Euclidian distance less than 0.05. A large number of descriptors have Euclidian large distances, these correspondences usually are not valid. Analyzing fig. 13 yields that most of the correspondences are correct, but it obvious that some correspondences are false, the pattern of the line connecting false correspondences doesn't agree with the one of the true correspondences.

In the Fig. 14 the histogram of the distance distribution is presented, most of the correspondences have a Euclidean distance not greater than 0.15 .

To analyze the effect of rotation in the number of point correspondences, one of the images is rotated, the correspondences are determined based on the Euclidean distance of the distinctive points in each image.


Fig 11 Histogram of distances
One of the images is rotated by 5 degrees clockwise, new correspondences are determined. Number of correspondences doesn't change, but the cumulative distribution of distances is reduced, $33 \%$ of pixels have descriptor distance less than 0.05 .


Fig. 12. Right image rotated by 5 degrees clockwise


Fig. 13. Lines connecting corresponding points
The output of the algorithm is as following:
1288 corners found $(0.1 \%), 1288$ corner features saved 1877 corners found $(0.1 \%), 1877$ corner features saved $\mathrm{m}=644$ corresponding points (listing suppressed)
$\mathrm{m} 2=1288$ corresponding points (listing suppressed)


Fig. 14. Cumulative histogram for rotated image for rotated right image

From the cumulative histogram presented in the Fig. 17 it is noted that about $27 \%$ of correspondences have distances smaller than 0.05 , the rest have distances about 10 times greater, increasing the probability of false correspondences.


Fig. 15. Histogram of distances for rotated right image (labeled values)


Fig. 16. Histogram of distances for rotated right image (labeled values)

From the distribution histogram of Euclidian distances between corresponding corners, it is noted that most of the correspondences are smaller than 0.15 . The distribution of distances in the range $0-0.15$ is almost uniform.

Implement image registration for these two images. The second image, rotated with 5 degrees clockwise, is oriented according to the first one. It is determined the number of correspondences between the two images, the first image is fixed (considered as reference image) while the second one (considered as sensed image) is registered regarding the first one.

The output of algorithm from Matlab is as following:
1288 corners found $(0.1 \%), 1288$ corner features saved
510 corners found ( $0.0 \%$ ), 510 corner features saved
$\mathrm{m}=644$ corresponding points (listing suppressed)
$\mathrm{m} 2=1288$ corresponding points (listing suppressed)


Fig 17. Right image registered according to the left one
From the cumulative histogram presented in the Fig. 23 it is noted that the number of correspondences that have a distance of less than 0.05 is increased to about $33 \%$.

From the distance distribution histogram, it is seen that the number of correspondences with distances very close to zero has increased significantly, 300 correspondences have distances in the interval [0 0.03].


Fig. 18. Rotated and registered images


Fig. 19. Lines connecting corresponding points in registered images


Fig. 20. Cumulative histogram for registered images


Fig. 21. Histogram of distances for registered images

## 7. Discussion

From experimental results it is concluded that the determination of true correspondences is dependent from the relative position between two cameras of stereo vision and cameras' parameters, such as focal length and resolution. A small number of true correspondences serve as control points which define the transformation function between two stereo images during the registration process. Based on the transformation function, the registration process is performed on the sensed image to be aligned as the reference one. The new correspondences are defined again on distinctive points detected from Harris operator on every image and their distances are calculated. The cumulative histogram and distribution histogram of distances are created as a statistic for measuring the performance of corresponding points. Analyzing histogram values results that the registration process increases number of correspondences, which are very important in 3D reconstruction process of the objects of the scene.

## 8. Conclusion

3D reconstruction process from stereo images is based on triangulation of corresponding points. The accuracy and number of point correspondences is very important in this process. Correspondences are determined by the correlation of regions surrounding distinctive points in stereo images. Not rarely the stereo images are obtained from cameras with different parameters and not aligned to each other. Statistical analysis of experimental results show that implementing the registration process to stereo images, increases the match of corresponding points by decreasing respective distance of description vectors comparing with the match correspondences of original stereo images.
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