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Abstract: In farming, it is vital to recognize diseases of plant leaves and to improve the prediction quality of diseased plant leaves. 

Several laboratory-based techniques such as polymerase reaction decrease in agricultural output, and pesticide application, have really 

been identified for recognizing different diseases of plant leaves with human sight. Agriculture yield is improving every day as a result of 

current technological advancements. However, they are very time-intensive and costly for farmers. Deep Learning (DL) methods may 

help boost crop yields by identifying recently upgraded methodologies and diverse systematic patterns. To improve the reliability of the 

measurements, researchers focused on new methodologies in deep learning algorithms for diagnosing leaf diseases. Every model is 

essential and focuses on the path of deep learning applications as well as the challenges faced by farmers. The mobilenetv2 architecture 

is used in this study to determine how to diagnose diseases that affect leaves. This design is built on an inverted residual structure, with 

narrow bottleneck layers serving as the input and output of the residual block and extended representations as the inputs. Lightweight 

depth-wise convolutions are used in this architecture to select leaf characteristics in the intermediate expansion stage. This network has 

53 layers in the very beginning. There are 32 filters in the first completely convolution layer, followed by 19 more bottleneck layers. To 

retain representational strength, non-linearities were eliminated in the narrow layers. The proposed method enables the decoupling of the 

input/output leaves from the transformation's expressiveness, offering a framework for additional study. On Imagenet classification, 

COCO object detection, and VOC picture segmentation, the performance is evaluated. The proposed model provides an accuracy of 95% 

in identifying the plant diseases. 

Keywords: Deep Learning (DL), Support Vector Machines (SVM), Artificial Neural Networks (ANN), Mobilenetv2 model, K-Nearest 

Neighbour (KNN), Convolutional Neural Network (CNN) 

1. Introduction 

Producing enough food to meet societal demand is now 

possible thanks to developed technologies. The food and 

the crops safety and security, however, remained 

unachieved. Farmers face difficulties due to factors such as 

climate change, a decrease in pollinators, plant diseases, 

and other issues [1]. Priority needs to be given to 

establishing an important foundation for these 

elements. The utilization of analysis and detection 

techniques employing current technology aids farmers in 

solving such issues.  Scientists and researchers analyse 

plant leaf diseases to pinpoint the major problems and 

difficulties. Below are a few of them: The leaf image must 

be of excellent quality and accessible to the general 

audience. Dataset requirements, noisy data affecting the 

leaf samples, segmentation process that may identify 

diseases but samples that must go through training and 

testing, classification is another challenge, and when it 

comes to detecting leaf diseases, the colour of the leaves 

may vary due to environmental factors, and a variety of 

diseases can be seen in various kinds of plants, making 

disease detection quite challenging. 

The recognition of diseases of a plant leaf has been 

subjected to human gloss by vision scan, and agricultural 

production and cost can be considerably improved with the 

aid of a neural network [2]. When a crop is infected with 

illness, it produces a low yield and grows slowly. This 

disease is caused by bacterial, viral, and fungus infections, 

but can also be induced by changes in the environment, 

etc. Because the crop severely affects output and quality, 

plant leaf disease has remained one of the most serious 
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food safety hazards. However, the need to increase 

accuracy frequently comes at a price: current, cutting-edge 

networks demand significant computing resources that are 

beyond the scope of many embedded and mobile systems. 

In this research, we presented a neural network architecture 

designed for mobile and limited resource devices. 

MobilenetV2 has a novel layer module that reduces 

memory needed for processing. This proposed 

architecture reduces the number of operations, memory 

required and having the similar accuracy, our architecture 

advances the state of the art computer vision models. The 

proposed model can be applied on mobile devices making 

it simpler to identify plant leaf disease.  

1.1. Deep Learning (DL) 

Deep learning is based on ANN. Since neural networks are 

used to duplicate human minds, it is a kind of neural 

network that aids in brain copying. It is a popular topic 

nowadays since we didn't have nearly as much processing 

power and data in the beginning [3]. Neurons are the 

building blocks of deep learning. This allows attaining 

versatility and capability. This describes the universe as a 

layered network of ideas by deep learning; each approach 

is characterized by its connection to simple matters, and 

more abstract mathematical representations are calculated 

here.  

1.2. Convolutional Neural Networks (CNN) 

This is a form of ANN model that is used in pattern 

recognition systems. This CNN is specifically developed 

for photon information processing. With the help of natural 

language processing (NLP) and decision support systems, 

CNN will process the image powerfully, and artificial 

intelligence (AI) will employ deep learning to do both 

informative and creative activities. The device frequently 

uses clips and pictures for classification. The CNN is a 

system integration device that was designed to mimic the 

behaviour of cells in the brain. In general, neural networks 

are not the best choice for image processing, thus these 

pictures should be dimmed and in lower quality. Neurons 

are structured similarly to the forebrain, which in humans 

and other species is capable of receiving sensory images. 

To prevent the fragmented picture interpretation problem 

that plagues neural networks, the levels of cells are 

structured in a certain way to span the entire field of vision. 

CNN utilizes a multi-layered perceptron-like technology 

that is intended to reduce the processing time.  

2. Related Work  

The authors [1] presented a CNN model to assess and 

categorize numerous diseases that affect specific leaves, 

and they used methods include segmentation, extraction of 

features, and machine learning. The accuracy of Alex net, 

as per the authors of this work, is significantly small. The 

authors [2] concentrated on machine learning techniques 

and how they should be applied in agriculture. Although 

these approaches are nearly beneficial in vision-based 

farming, the finding reveals that they cannot be effectively 

implemented due to the camera's small focus length. 

Focusing on support vector machines, in this study, the 

authors [3] discovered a method for recognizing tomato 

leaf disease identification. Plant leaf image separation, 

scaling of the leaf picture and background elimination 

procedure using morphological processes is among the 

techniques employed. 

The authors [4] concentrated on diagnosing diseases in 25 

varieties of plants, reducing the need for collecting and 

analysing samples. It was indeed excessively similar. In 

this, the authors [5] accurately recognized the disease in 

the leaves of the plant and reported the solution. The 

authors [6] discovered the key common ailments in guava 

fruit, including anthracnose, Phomopsis fungus, and 

parasite-affected fruits like canker. This work [7] proposed 

a CNN model for categorizing various diseases affecting 

tomato plant leaves. A LeNet architecture has been used in 

the model. This methodology is designed to categorize the 

diseases produced by tomato plant leaves into ten separate 

categories. The CNN model had an accuracy rate of 94-95 

percent. To train and evaluate many plants leaf pictures, 

the author employed a CNN model [8].  

A trained AlexNet architecture is deployed to identify the 

morphological phase of selected species. The accuracy of 

this model was 87%. This model delivers positive accuracy 

when differentiated to other techniques. A visual 

computation Guava leaf disease diagnostic approach has 

been introduced in this study [9]. The authors used 125 

Guava leaf specimens (25 in each class) to study five 

diseases, and discovered that SVM outperforms k-NN 

models in this instance. The authors [8] proposed a 

realistic and effective method for separating the defective 

regions of fruits. Some work has previously been done on 

tropical fruits for autonomous examination, diagnosis, and 

classification of various diseases, such as black spot, rot, or 

citrus Huanglongbing, among many others [9–13]. Some 

attempts at CNN-based seasonal fruit disease 

categorization have been made, but no earlier studies have 

focused on guava fruit diagnostics. 

This study [14] used deep CNN and the Caffe architecture 

to build a plant disease identification technique based on 

plant leaf picture categorization. The presented method can 

classify thirteen different kinds of crop diseases with a 

degree of confidence ranging from 91 percent to 98 percent 

for discrete examinations, with a mean accuracy of 96 

percent. The authors [15] suggested an ANN type model 

that was tested on 600 seasonal fruits. The best validation 
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accuracy for normal fruit kinds is 85% and afflicted 

anthracnose fruit kinds are 77%. This study [16] has 

presented another ANN-based disease diagnosis method 

using a grape plant leaf model. 

The paper is organized further as follows. The third section 

provides the proposed methodology, discusses the dataset 

taken for the experiment, pre-processing steps carried out 

and the algorithms being implemented. The fourth section 

provides the results of the proposed methodology and the 

conclusion section summarizes the overall performance 

achieved by the proposed methodology with respect to 

accuracy. 

3. Methodology 

There are totally five stages in the proposed methodology 

and the process diagram is shown in figure 1. 

Step 1: Import the given image from dataset 

The proposed work brings in data set using keras 

preprocessing image data create function and also 

generates size, rescale, range, zoom range, horizontal flip. 

Then bring photo dataset is brought in from the folder 

through the data create function. 

 Step 2: Data preprocessing 

To convert photos of various sizes into a uniform setting, 

data pre-processing is used. All of the plant leaf photos 

were first scaled down to the same size of 224 pixels. The 

input photos are 224 by 224 by 3, in size. Data 

augmentation is used as a regularization technique while 

expanding the training dataset to improve the model's 

generalizability. To build batches of real-time augmented 

image data, Keras class Image Data Generator has been 

used. For the training dataset, the augmentation techniques 

of width shift and height shift were used with a range of 

0.1. 

Step 3: Prepare training and validation dataset 

The dataset is split into training dataset and validation 

dataset. The training dataset is used to build the model. 

  

Fig. 1. Process diagram 

Step 4: Using MobilenetV2 network 

In feature extraction, MobilenetV2 network is used. The 

network uses 1 x 1 point convolution to expand input 

channels and extract input features and convolution 

integrator linearly to combine the output features while 

reducing the size. It replaces ReLU6 with a linear function 

to activate the output channel size. MobilenetV2 is 

depicted in figure 2. 

 

Fig. 2. MobilenetV2 Network 

The MobilenetV2 uses reverse block to combine features 

and features when traversing convolution to gain more 

function. The base model was pre-trained using the 

ImageNet dataset. Several layers were added to top of 

convolutional layers of MobilenetV2 [17]. The base model 

uses the pre-trained weights, and layers are being frozen. 

Thus, in the training process only the weights of the head 

model were trained. Adam optimizer was used because it 
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reaches convergence quickly. Less epochs were used and 

the batch size is 32. Categorical cross entropy is used as a 

loss function that the network needs to minimize during 

training. The data used in each iteration varies and the 

resulting model has better generalization ability [18-20]. 

Step 5: Plant disease identification 

Input images were given using keras preprocessing 

package. That input image is converted into an array value 

using the NumPy package [21-22]. Already the leaf in the 

dataset is classified. It predicts leaf diseases using a predict 

function. It will determine the remedy for a particular plant 

leaf disease. 

3.1 Dataset 

From Kaggle the Plant Village dataset has been taken, 

which has 54303 healthy and unhealthy leaves separated 

into 38 classifications depending on plant type and 

condition. The features include colours, forms, and 

textures [23-26]. Some of the common leaf diseases are 

shown in figure 3. 

The unprocessed directory includes the following 

variations: 

• original RGB colour photos 

• segmented: RGB photos with only the leaf segmented 

and colour corrected grayscale:  

• gray scaled variant of the photos 

 

 

Fig.3. Different Leaf based Diseases 

3.2 Noise Removal 

Image transmission, capture and other processes will all 

produce noise. Noise suppression is an important 

consideration when performing classification procedures 

that are dependent on image quality [27, 28].  

A filter is used to reduce Gaussian noise while maintaining 

the integrity of the other features. When the input image is 

designated by fp and the maximum intensity value is 

marked as , a function is calculated.  is computed 

using the equation (1) 

              (1) 

Here, σ is the standard deviation. It is applied 

independently for every one of the R, G, and B parts of 

each photo because we have colour photos. Finally, 

intended image is arrived by integrating multiple elements. 

3.3 Removal of Over-fitting  

Data Augmentation: To obtain greater generalization 

ability and prevent over fitting, data augmentation is used 

on the training dataset. Width shifting, zooming, rotating, 

horizontal flipping, Re-scaling, shearing, height shifting, 

and other techniques are employed to enhance data. This 

method reduces the computational complexity of a model 

by reducing function that determines loss, as it is 

hypothesized that perform better on unknown testing data. 

 L2 regularization: Using equation shown in (2), 

L2 regularization has been to reduce the square of the gap 

between the target and forecast classes. 

  (2)                               

3.4Activation Functions 

The dataset is trained using a fit generator function and 

classifier as well as training per epochs, validation data, 

total number of epochs and validation steps. 

The photos are supplied into the DL through the entry 

layer, and the neuron performs a transformation based on 

the equation (3). 

        (3)                                            

The output of this transformation is sent to the next hidden 

layer using the Activation function as shown in equation 

(4), and the process is repeated. 

    (4)                                       

The activation functions used by this model are ReLu and 

Softmax.  The ReLu is given by the equation (5) 

                                           (5) 

The Softmax is given by the equation (6). 

               (6)  

3.4.1 Gray Scale Base 

Gray data included inside a leaf might be seen as 

significant traits. Leaf characteristics including form, 

veins, and damaged portions of the leaf seem heavier than 
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the adjacent leaf areas. Several new feature extraction 

techniques examine split leaf areas for local gray minima. 

To enhance the quality of local dark spots and therefore 

make identification simpler, the input pictures are first 

upgraded using counterpoint and pale morphological 

procedures.  

Dark patches are extracted using a low-level gray-scale 

threshold. The approach is based on three layers. It 

employs tiered leaf gray scale behaviour in pyramid 

pictures. There are three tiers of leaf location. The higher 

two levels are based on photos of various resolutions, 

while the bottom level is based on an edge detection 

algorithm. 

3.4.2 Edge Base 

This work involved evaluating line drawings of leaves 

taken from pictures in order to find leaf characteristics. 

The photos are first upgraded with a median filter to 

remove noise and histogram analysis to modify contrast. 

The MobilenetV2 model will be used for extraction of 

features. Convolution depth separators are used for the 

MobilenetV2 model. To begin, the mobilenetV2 network 

expands the input channels using 1x 1 point convolution. 

The deep convolutional model is then used to retrieve the 

incoming features, and the convolution aggregator is used 

to linearly aggregate the resulting characteristics while 

minimizing the capacity of the network. It substitutes the 

ReLU6 to activate the resulting channel size to match the 

input after lowering the size. The inverse block is also used 

by the MobilenetV2 system to mix features across brief 

networks and features while navigating convolution to 

increase result efficiency.  The source streams and filters 

are divided into distinct areas using depth convolution. 

3.5 Layers Used 

This section provides the explanation of different layers. 

3.5.1 Convolution Layer 

Because it pulls information from the image, the Convo 

layer is also known as the Feature Extractor Layer. To 

begin, a piece of the picture is linked to the Convo layer, 

which performs the previously mentioned convolution 

process as well as calculating the dot product among the 

receptive region and the filter. The result is an integer that 

represents the output level. Repeat the process with a 

Stride filter on the subsequent receptive field of the same 

input picture. It will continue doing it over and over until 

the entire image has been processed. The output for 

another layer will be the outcome. 

3.5.2 Pooling Layer 

The pooling layer is used to lower the geographical region 

of the source images after convolution. It is used across 

two convolutions. Applying FC after the Convo layer 

without max pooling will be resource intensive. As a 

result, pooling is the sole technique to minimize the 

geographical region of the source images. In such a single 

scale layer with a Stride of 2, max pooling was applied. 

The 4 × 4 input appears to be reducing to 2 x 2 

proportions. 

3.5.3 Fully Connected Layer 

The fully collected layer appears to include weights 

and biases. It connects neurons in one layer with those in 

other. It's used to teach individuals how to categorize 

images into various groups. 

3.5.4 Output Layer 

The label, which is one-hot encoded, is contained in the 

resulting layer.  

4. Results   

Initially, the few vital steps taken in the pre-processing 

stages are evaluated. So the essential process is to access 

the estimation accuracy of mean and mode methods in 

identifying the missing values over 10860 considered 

instances. Thus, figure 4 (a) and 4 (b) depicts the resultants 

of the process in comparison with the randomized manual 

verifications. The results precisely state that the average 

estimation accuracy of both mean and mode methods in 

identifying numerical and nominal missing values are 

97.77% and 96.93%, respectively. 
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Fig. 4. Missing Value Estimation Accuracy Using Mean 

and Mode Method 

Confusion Matrix of Healthy and Diseased Plant leaves by 

considering 38 classes as two classes namely Healthy and 

Diseased for simplified calculation of performance metrics 

is shown in table 1. 

Table 1: Confusion Matrix of Healthy and Diseased Plant 

Classes on test dataset 

Leaf Type Healthy Diseased 

Healthy 10345 515 

Diseased 557 10303 

 

True Positive (TP) = 10345               False Positive (FP) 

=557 

False Negative (FN) = 515             True Negative (TN) 

=10303 

Let TP be , FP be  and    FN be , TN be . 

The different performance metrics are calculated as shown 

in the equations from (7) to (10). 

  (7)          

 

                (8) 

 

                (9) 

 

 (10) 

 

The figure 5 shows the performance of the proposed model 

against different performance metrics. 

          Fig.5. Performance of the proposed model 

The figure 5(a) depicts the model loss per epoch and the 

figure 5 (b) shows the model accuracy per epoch and it was 

observed that the average model accuracy is 95%. 

 

5 (a) 

 

5(b) 

Fig.5 (a) Model loss per epoch, (b) Model accuracy per 

epoch 

In this research, we change the base model of the proposed 

method into InceptionV3, ResnetV2 and then measure 

their performance on the Plant Village Dataset. These 

networks are pre-trained using ImageNet dataset and added 
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with the same head model. MobilenetV2 has the highest 

accuracy and most lightweight network architecture. 

InceptionV3 gives the highest precision value compared to 

other models. 

Table 2 provides the comparison among different 

techniques against different performance parameters. 

Table 2: Comparison among different techniques 

 

Table 3 shows the comparison of the proposed work with 

the related models and the proposed model accuracy is 

95% and it outperforms compared to other models. 

Table 3: Comparison with existing studies  

Study Plant Leaf 

considered 

Disease 

detected 

Method 

used 

Accurac

y (%) 

Proposed Work Apple Apple 

Scrab 
 

Mobilenet

V2 

95 

Abirami, 

M.T.S [7] 

Guava Algal Leaf 

Spot 

k-Nearest 

Neighbor 

88 

Amanda 

Ramcharan et 

al,[8] 

Cassava Red mite InceptionV

3 

93 

Peng Jiang et 

al.  [9] 

Apple Leaf Mosaic 

Grey 

spot 

Alternaria 

leaf spot 

Brown 

spot Rust 

INAR-SSD 78 

JagadeeshDevd

as Pujari et al. 

[15] 

Mango 

Grape 

Pomegrana

te 

Anthracno

se 

K-means 

clustering 

76 

 

5. Conclusion 

It is expected to be known from any field dataset, as well 

as prior datasets utilized, to diagnose and forecast plant 

disease using the CNN model. This leads to the following 

disease predictions: Because this technique covers a wide 

range of plant leaves, a farmer can choose which plants to 

nurture and which plants to avoid. He can also make a list 

of all the potential leaves. It aids the farmer in making 

judgments about which crop's plant leaves to grow. The 

proposed method consists of a pre-trained base model and 

trainable head model. The proposed model provides an 

accuracy of 95% in identifying the plant diseases. 

Comparison of base model architecture shows that 

MobilnetV2 gives the highest accuracy than ResNet50V2, 

InceptionV3. It uses an average pooling layer followed by 

two fully connected layers, giving more accuracy while 

maintaining efficiency. In addition, this technology 

considers previous production data and assists the farmer 

in determining the demand for and pricing of particular 

plants on the market. Further improvement of the dataset 

is needed, to extend this research to a large number of 

plant species. This study can be extended with a custom 

optimizer that can be used in resource constrained 

environments. 

Data availability 

The dataset used in the research work will be shared by the 

corresponding author upon request.  
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