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Abstract: In this paper we conducted a systematic literature study on image classification using transfer learning techniques during last 

five years using bibliometric methods. Transfer learning is an important method to classify images using existing neural network 

architectures. These architectures were developed using Convolutional Neural Networks concept of Deep Learning. The analysis is carried 

on the standard SCOPUS dataset and analyzed using VOSviewer software. The study is limited to publications in English language on 

“Transfer Learning”, “Deep Learning”, “Convolutional Neural Network” and “Image Classification” covering Computer and Engineering 

subjects during the years 2017 to 2021. This paper’s research will aid relevant researchers in understanding the current state of development 

and trends in this area. Only a few literature studies have tracked the growth of this field, and even fewer have used bibliometric approaches 

or scientific maps. As a result, this work provides an updated evaluation of this fast-growing subject, using a bibliometric technique to 

highlight new breakthroughs using scientific maps, and a unique visualization to depict the thematic network structure and progress. 
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1. Introduction 

Bibliometric analysis is a statistical evaluation of published 

scientific papers, books, or book chapters, and it is a useful 

method of determining the impact of publishing in the 

scientific community [1-4]. The number of times a piece of 

research has been cited by other authors can be used to 

determine its academic impact [5-7]. Research in the field 

of image classification using transfer learning has grown in 

the last few years. So, in this research, Bibliometric analysis 

is employed in this field. 

Bibliometric approaches are commonly used to evaluate 

scientific articles in order to discover research trends 

[22,23]. As a form of bibliometric approach, the citation 

index displays the number of times an article has been cited 

by other papers [24]. As a result, citation analysis aids 

researchers in gaining a preliminary understanding of 

publications and research that have an impact in a specific 

field of interest, and it is concerned with the evaluation of 

documents cited by scholarly works [25,26]. 

In this analysis, the important and essential research trends 

in the field of Image Classification, as well as the most 

relevant research fields on which Transfer Learning has a 

substantial impact, were determined using bibliometric 

approaches. Scopus database and VOSViewer software are 

used to conduct a systematic study and a thorough review of 

the literature with the purpose of determining the current 

state of the art in the application of ML, DL, and CNN in 

the diagnosis and classification of plant diseases, as well as 

identifying trends. As a result, the purpose of this study is to 

integrate and organize existing research by identifying 

fundamental and key works, obtain an understanding, and 

highlight future directions in this research area. 

2. Literature Study 

Deepak S. et.al, proposed a model for the classification of 

medical images which is a combination of Convolutional 

Neural Network (CNN) feature with and Support Vector 

Machine (SVM) [8]. This was applied on MRI images of 

Figshare dataset, which consists of three classes of brain 

tumors. This model attained an accuracy of 95.82% with 

less computation comparing with transfer learning. 

 To lower the computing cost while maintaining competitive 

classification, an evolutionary deep learning framework 

based on transfer learning is proposed by Wang  

B. et.al, [9]. The proposal is to develop a CNN block from 

smaller datasets, then increase the evolved block's capacity 

to handle larger datasets. And the model produced good 

CNNs with less than 40 GPU hours. 

In [10], Choudhary T. et.al presented a strategy on deep 

CNN-based transfer learning for histopathology image 

classification, along with structured filter pruning, to reduce 

the trained deep learning models' run-time resource 

requirements. The pruned model, which has fewer resource 

requirements, can easily be used in point-of-care devices for 

automated diagnosis. 
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The goal of the research in [11] is to classify malignant 

kinds of skin cancer using an image-processing-based Deep 

DCNN for human health. Using several pre-trained DCNN 

models and the transfer learning technique, this research 

effort automatically detects melanoma and non-melanoma 

skin cancer kinds. 

According to the literature, in recent years, most of the 

researchers have studied Convolutional Neural Networks 

(CNN) in a variety of applications, including image 

classification, feature extraction, and picture segmentation. 

Plant disease detection is one of these applications, as plant 

disease is one of the most significant factors causing poor 

production in the agricultural industry [12-16]. 

According to medical research, manual classification with 

human-assisted support, can lead to incorrect prediction and 

diagnosis. The variety and similarity of tumors and normal 

tissues are the key reasons behind this. Deep Learning (DL) 

algorithms have recently shown promise in improving the 

accuracy in identifying and classifying human diseases 

using Magnetic Resonance Imaging (MRI) [17-21] [27-29]. 

Zhang D. et.al introduced a transfer learning technique for 

remote sensing image categorization based on pre-trained 

EfficientNet models with a fine tuning strategy [30]. 

EfficientNet achieved current state-of-the-art performance 

with a much smaller number of parameters than other recent 

image classification models. 

Unlike deep learning, which requires a huge number of 

training samples, transfer learning transfers the weights of a 

pre-trained deep neural network and only uses tiny sample 

data to achieve good results in UAV image identification. 

Furthermore, the transfer learning-based image detection 

model has produced good detection results in terms of 

accuracy, recall, and F1-score [31-33]. 

3. DATABASE 

 Popular sources like Scopus, Web of Science, Scimago, and 

Google Scholar are used to collect data about publications 

and their citations. In this paper SCOPUS database is used 

to gather the details of publications on Image Classification 

using Transfer Learning with additional keywords during 

the last five years. Following query used for the analysis and 

it resulted 526 documents. 

( TITLE-ABS-KEY ( “Transfer Learning” ) AND TITLE- 

ABS-KEY ( “Deep Learning” )  AND  TITLE-ABS-KEY ( 

“Convolutional Neural Network” ) AND TITLE-ABS-KEY 

( “image classification” ) ) AND ( LIMIT-TO  ( 

PUBSTAGE ,  “final” ) )  AND ( LIMIT-TO ( SUBJAREA 

, “COMP” ) OR LIMIT-TO ( SUBJAREA , “ENGI” ) ) 

AND ( LIMIT-TO ( LANGUAGE , “English” ) ) AND ( 

LIMIT-TO ( PUBYEAR , 2021 ) OR LIMIT-TO ( 

PUBYEAR , 2020 ) OR LIMIT-TO ( PUBYEAR , 2019 ) 

OR LIMIT-TO ( PUBYEAR , 2018 ) OR LIMIT-TO ( 

PUBYEAR , 2017 ) ) 

4. Statistical Analysis 

A. Documents by year of publications 

In this analysis the publications are considered for the last 

five years 2017 to 2012. The publications include Articles, 

Book Chapters, and Conferences etc. The graph in Fig. 1 

shows year wise statistics. 

 

Fig. 1. Documents by year of publication 

B. Documents by source 

The documents collected from the Scopus database includes 

sources like IEEE Access, ACM etc., Among difference 

sources, Lecture Notes in Computer Science Including 

Subseries Lecture Notes in Artificial Intelligence and 

Lecture Notes in Bioinformatics is with 29 documents 

followed by IEEE Access with 24 documents. The Fig. 2 

shows details of other sources. 

C. Documents by Author 

Among the 526 selected publications, 159 authors have 

contributed their research articles with maximum five 

articles by Castelli, M., Chen, S.C., Kandel, I each. 

D. Documents by Affiliation 

In this analysis we found that there are 160 affiliations with 

a maximum of five documents from each including – 

Ministry of Education China, Florida International 

University, Chinese Academy of Sciences, Harbin Institute 

of Technology, etc., 

E. Documents by Country 

In the Scopus database of 526 selected documents, 

researches from 69 countries have their publications with 

102 authors from India and 99 from China. 

F. Documents by Type 

The publications under study are of five categories – 

Conference papers are of 295, Articles are 190 and the 

remaining from Review, Book Chapter, and Conference 
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Review. A pie chart showing this information is presented 

in the following Fig. 3. 

 

Fig. 2. Documents by Source 

 

Fig. 3. Documents by Type 

G. Documents by Subject Area 

Scopus database has resulted 1267 for the query and this 

analysis is limited to Computer Science and Engineering. 

These subjects filtered the publications to 710 with 

Computer Science 444 and Engineering 266. The following 

pie chart in Fig. 4 shows particulars of the remaining 

subjects.  

This part of the analysis is based on – Co-authorship, Co- 

occurrences, Citations, Bibliographic Coupling, and Co- 

citation. 

 

Fig. 4. Documents by Subject Area 

 

5. Network Analysis  

This part of the analysis is based on – Co-authorship, Co- 

occurrences, Citations, Bibliographic Coupling, and Co- 

citation. 

A. Co-authorship analysis 

The  Co-authorship  is  analyzed  in  combination  with 

Authors, Organizations, and Countries. 

1) Co-authorship in combination with Authors: In 

analyzing the Co-authorship with Authors, the threshold set 

for documents of an Author are 2. For this threshold, 178 

authors meet out of 1715 authros. The largest set of 

connected items consists of 89 out of 178 and the network 

diagram is shown in Fig. 5. 

 

 

Fig. 5. Network Visualization of Co-authorship with 

Authors 

2) Co-authorship in combination with Organizations: The 

publications under study are from 1009 organizations. There 

31 organizations that meet the threshold of documents of an 

organzation as 2. But some of these 31 itmes are not 

connected to each other. The largest set of connected items 

consists of 4 items and that is shown in Fig. 6. 

3) Co-authorship in combination with Countries: In this 

study the publications are from 71 countries and 42 

countries meet if the threshold of documents of a country is 

three. In these 42 countries, the largest set of connected 

items consists of 38 items and the network is shown in the 

Fig. 7. 
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Fig. 6. Network Visualization of Co-authorship 

with Organizations 

Fig. 7. Network Visualization of Co-authorship with 

Countries 

  

B. Co-occurrence analysis 

The Co-occurrence analysis consists of analysis on All 

keywords, Author keywords, and Index keywords. 

Fig. 10. Network Visualization of Co-occurrence with 

Index Keywords 

1) Co-occurrence in combination with All keywords: There 

are 3489 keywords in the selected publications and the 

no. of occurrences of keyword is set to 3. The network 

is shown in Fig. 8. 

2) Co-occurrence in combination with Author keywords: 

There are 1050 keywords in the selected publications 

and the no. of occurrences of keyword is set to 

3. There are 91 entries that meet the threshold and the 

network is shown in Fig. 9. 

3) Co-occurrence analysis in terms of index 

keywords: 

For index keywords, out of 2806 keywords in the selected 

publications, 449 meet the threshold of min. no. of 

occurrences of a keyword 3. The network shown in Fig. 10, 

the keyword Deep Learning is having max. links 448 and 

total link strength 4975 with occurrences 404. Another 

keyword Transfer Learning with links 448 and total link 

strength 4807.  

  

Fig. 8. Network Visualization of Co-occurrence with 

All keywords 

 

Fig. 9. Network Visualization of Co-occurrence with 

Author Keywords 

  

C. Citation analysis 

This citation analysis is carried with unit of analysis – 

Documents, Sources, Authors, Organizations, and 

Countries. 

1) Citation analysis of Documents: Among 526 

publications, 169 documents meet the threshold of 

minimum 4 citations per document. In these, 

Apostolopoulos i.d. is in first position with 385 citations 

followed by Scott g.j. with 173 citations. But, some of the 
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items in the network are not connected to each other. The 

network in Fig. 11 shows all items. 

  

2) Citation analysis of Source: The documents are collected 

from 289 sources. Lecture Notes in Computer Science is 

with 29 and IEEE Access is with 24 documents are the top 

two in the list. 

3) Citation analysis of Author: In 526 documents 1715 

authors have contributed their research work. Considering 

min. no. of documents of an author as two, we have 178 

authors. Want Y. is in the top of the list with 9 documents 

with 30 citations. An interesting observation is with author 

Zhang H. with 6 documents with maximum 232 citations. 

4) Citation analysis on Organization: There are 1009 

organizations from where the Authors have their 

constributions. School of Computing and Information 

Sciences, Florida International University is with 5 

documents and 34 citations. 

5) Citation analysis on Country: The documents selected for 

this analysis are from 71 countries. In these, India, China 

and United States are the top 3 with 102, 100 and 84 

documents respectively. But interestingly citations of these 

countries are 446, 1037, and 1133 respectively. 

 

Fig. 11. Citation analysis of documents 

 D. Bibliographic coupling analysis 

Kessier defined bibliographic coupling as a “measure to 

establish a similarity of link between documents, 

institutions, and authors.” The bibliographic coupling 

network may be built and visualized using VOSviewer. This 

analysis is also having unit of analysis similar to Citation 

analysis – Documents, Sources, Authors, Organizations, 

and Countries. 

1) Documents: Of the 526 documents, there are 246 

documents which meet the threshold of min. no. of citations 

of documents as 2. The author Alzubaidi I. is in the top of 

the list with 14 citations and 490 link strength followed by 

Dhillon A. with 52 citations and 429 link strength. The 

coupling network is shown in Fig. 12. 

2) Sources: In the 516 documents, top 5 journals, no. of 

articles, citations, and their link strength are shown in the 

Table 1. From the table it is evident that, IEEE Access and 

Lecture notes in Computer Science are the important 

sources for publication of research articles on Image 

Classification and Transfer Learning. There are 55 

documents which meet the threshold of min. no. of 

documents as 2. The coupling network is shown in Fig. 13. 

 

Fig. 12. Coupling network of documents 

3) Authors: The observations made during the coupling 

analysis with authors are, there are 1715 authors have 

participated in 516 publications. The authors Al-Shamma 

O., Alzubaidi I., Duan Y., Fadhel M.A., Santamria J., and 

Zhang 

J. are with 2 documents, 29 citations, and 8679 link strength. 

The author Wang Y. is having maximum documents 9, and 

Zhang H. is with maximum citations 232. The network is 

shown in Fig. 14 is with min. no. of documents threshold set 

to 2. 

4) Countries: In this analysis researchers from 71 countries 

have participated and if the threshold min. no. of documents 

per country is set to two, then 50 countries meet the 

threshold. The countries China, United States and India are 

in the front line with 25810, 23298, and 19723 link strength. 

The network analysis is shown in Fig. 15. 

4. Conclusion 

The bibliometric analyis on Image Classification and 

Transfer Learning exposed the research trends and potential 

of this domain. The keywords used in this analysis to extract 

papers from the SCOPUS database are Deep Learning, 

Transfer Learning, Convolutional Neural Network, Image 

Classification. There are 526 papers found from 2017 to 

2021 by limiting the language to English. Major 

contributions are from Conference proceedings and Journals 

with subject areas Computer Science and Engineering. The 

results revealed that the China, India and United States were 

the most productive countries in this study, with the highest 

number of published articles in the globe. In the analysis of 

authors, there were 1715 authors in all papers with a 

maximum of 7 documents of an author. The maximum 

number of citations of an author is 232 with link strenght of 

14 and United States and China authors from are top in the 

citations. The analysis highlighted the most up-to-date 
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analytical methodologies, such as Neural Networks and 

Transfer Learning, as well as the most popular and emerging 

issue areas, such as Deep Convolutional Networks and its 

accuracy in Image Classification applications like 

identifying cancer cells, blockages, tumors, and crop 

diseases. 

 

Fig. 13. Coupling network of documents 

 

Fig. 14. Coupling network of Authors 

 

 

Fig. 15. Coupling network of Countries 
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