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Abstract: Early prediction of Alzheimer's disease and related Dementia has been a great challenge. Recently, preliminary research has 

shown that neurological symptoms in Covid-19 patients may accelerate the onset of Alzheimer's disease. With such a further rise in 

Alzheimer's and related Dementia cases, having an early prediction system becomes vital. Speech can provide a non-invasive diagnostic 

marker for such neurodegenerative diseases. This work mainly focuses on studying significant temporal speech features extracted directly 

from the recordings of the Dementia bank dataset and applying Machine Learning algorithms to classify the Alzheimer's disease related 

Dementia Group and the healthy control group. The result shows that Support Vector Machine outperformed other machine learning 

algorithms with an accuracy of 87%. Compared to prior research, which used manual transcriptions provided with the dataset, this study 

used audio recordings from the Dementia bank dataset and an advanced Automatic Speech Recognizer to extract speech features from the 

audio recordings. Furthermore, this method can be applied to the spoken responses of subjects during a neuropsychological assessment. 
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1. Introduction 

Alzheimer's disease and related Dementia are becoming 

more widespread in the world. As per World Health 

Organization Report [1], currently, dementia cases are 

found to be 47 million and may increase to 75 million by 

2030. By 2050, dementia cases are expected almost triple. 

Alzheimer's Disease (AD) is the most common form of 

Dementia. Generally, families and friends tend to ignore the 

patient's first clinical symptoms and behavioural changes as 

it is often confused with normal ageing. Early diagnosis may 

help provide timely assistance and support to increase a 

patient's lifespan [2]. As per a recent study in AAIC 

2021[3], it is seen that there is a strong correlation between 

AD and Dementia with the neurological symptoms found in 

Covid-19 patients. Therefore, it is imperative for patients to 

have access to a robust prediction system. Traditionally, 

Dementia has been diagnosed through neuropsychological 

assessment tests [4]. These tests help determine the extent 

to which the brain's cognitive functions are impaired. Mini-

Mental State Examination (MMSE) is one of the most 

widely used screening tools consisting of a series of 

questions and images which take approximately 10-20 

minutes to administer [5].  

A person's cognitive level is said to be declining 

progressively through several stages at a preclinical stage, 

where symptoms are not noticed in a person visibly, but 

brain changes have begun. 

Mild Cognitive Impairment (MCI) is an early stage where a 

person finds it difficult to remember and later, it advances 

into Dementia. Speech is one of the factors that is affected 

in these patients [6,9]. With the disease progression, it goes 

on deteriorating. In its early stage, a person finds it 

challenging to get the right word in spontaneous speech; this 

stage often goes unnoticed. In the middle stage, poor use of 

language and vocabulary is found in daily interactions [6] 

and at later stages, a person tends to use very few words. 

The progression of this deterioration can be reduced if these 

changes are caught at their mild stages.  

The final aim of this study is to develop a prediction system 

which would analyse the speech parameters extracted from 

a spontaneous speech. This paper mainly explores the 

speech parameters which can help distinguish Alzheimer's 

Disease group from the healthy group. Section 2 covers a 

review of the relevant related work on speech features, 

Section 3 describes the dataset, method of feature extraction 

and various ML models used in the analysis, Section 4 

discusses results and Section 5 is the conclusion. 
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2. Related Work 

Earlier researchers have explored temporal, acoustic, 

syntactic and linguistic features extracted from speech to 

support the classification of disease groups. These features 

were extracted from various speech stimuli viz spontaneous 

speech, narrative tasks, picture description, event 

description, word list or paraphrasing. It was observed that 

the temporal parameters of speech can provide information 

about subtle impairments and can be a significant indicator 

in diagnosing AD. As the disease advances from mild to 

severe, the duration of hesitation (i.e., absence of speech for 

more than 30ms) was found to increase while the total 

number of phonemes decreased [7]. In another study [8], 

high pause rate and phonation time extracted from the 

spoken responses were found to be significant biomarkers 

for MCI diagnosis.  

Researchers have compared the performance of the speech 

features extracted using manual and automatic transcription 

methods trained for a particular language. The features 

derived from Automatic Speech Recognizer (ASR) were 

observed to have accuracy similar to manually derived 

features [10]. The acoustic metrics like length of speech, 

number of silences, filled pauses and their duration were 

found to correlate with MCI diagnosis. In this study, SVM 

(Support Vector Machine) performed better on manually 

extracted features [14]. When the same study [19] was 

extended to automatic feature selection methods, it was 

noticed that the length of certain sounds within a content 

word indicated hesitation influencing the frequency of each 

phenome. This finding was missing in the manually 

extracted feature set.  

Furthermore, the speech tempo and the number of pauses 

extracted from recordings of three different tasks viz. 

immediate Recall, spontaneous speech and delayed Recall 

were found to be significant. Here the SVM performance 

was better compared to other classifiers such as Naive Bayes 

and Random Forests [24]. Linguistic and Acoustic features 

[11-13] [15,17,18] can also help predict and identify AD. In 

another study [16], a speech analysis using discrimination 

of voiced and unvoiced segments over the groups (i.e., HC, 

MCI and AD) proved to be a better mechanism to evaluate 

the early stage of Dementia.  

As most AD symptoms vary across individuals, a 

combination of various biomarkers and speech can help in 

sound examination at the earliest stage [20]. To support 

multimodal classification, along with the speech feature, 

language and image features can even help classify the 

groups [21]. Research showed that silence between the 

questions and the user's response (Gap) and coefficient of 

variation per utterance for the Japanese Language were 

significantly different in people with AD and healthy 

controls when trained with SVM [21-22]. For Detecting 

MCI from Speech Transcripts, a distinct approach [23] was 

used by creating a complex network (graph) of nodes 

(distinct words) and edges connecting similar words 

obtained using word embeddings. 

3. Materials and Methods 

The overall process consists of Dataset preparation, feature 

extraction and classification. 

3.1. Dataset 

The speech recordings from the Dementia bank project were 

used to create a dataset for this work. This data was created 

as a part of a clinical study on Alzheimer's and related 

Dementia. The information about the study cohort is 

available from Becker et al. [25]. The dataset was composed 

of English audio transcripts of verbal interviews conducted 

in English. The participants were categorized into Probable 

AD, Healthy Control, MCI. In this study, the participants 

were asked to describe a "Cookie Theft" picture which is a 

part of the Boston Diagnostic Aphasia Examination [26] and 

a narrative speech is recorded. This audio transcript starts 

with the examiner asking the patient to describe everything 

visible in the picture. In the case of less expressive patients, 

the examiner prompted them to speak more.  

For this experiment, audio recordings comprising of 242 

participants from the elderly Healthy CG (Control Group) 

and 309 elderly patients from the Alzheimer's Disease and 

related dementia Group (ADRG) were used. Within ADRG, 

233 people were diagnosed with Probable AD, 21 Possible 

AD, 3 having Memory problems, 43 diagnosed with MCI, 5 

with Vascular Dementia (VD) and 4 others (an unidentified 

form of Dementia). 

3.2. Feature Extraction 

The main objective of this study was to learn various speech 

parameters extracted from audio recordings of the Dementia 

bank project and use these features for classifying AD and 

related Dementia. Fig. 1 shows our system encompassing 

two modules, viz. Speech Features Extraction module and 

Model Training module. The input for the system was audio 

recordings from the Dementia bank and the Speech 

processing was done using IBM Watson's Speech-To-Text 

cloud service [29]. This service helped us extract audio 

transcripts and primary features like spoken words, start 

time and end time of all words and hesitations (such as 

'ehm', 'umm'). As the recordings were of a conversation 

between the Examiner (Speaker1) and Patient (Speaker2), 

the primary features were extracted only for the Patient 

(Speaker 2). 

The audio transcripts were produced for both the examiner 

and the patient. To choose highly correlating features, the p-

Values were computed. The variables that correlated among 

themselves and those with a lower correlation coefficient 

value with the target variable were removed from the 
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analysis. The metrics, as shown in Table1, were generated; 

it shows the various features and their p-Values. In order to 

identify significant features at each stage of the disease, a 

statistical analysis was conducted on various combinations 

of the Control group (CG) and all three groups MCI, ADRG, 

and Probable AD.  

 

Fig. 1.  Block Diagram 

Furthermore, regression was also performed on the MCI 

group with Probable AD, to identify the influential 

parameters in disease progression from MCI to AD. The 

regression result showed that features such as Pause Count, 

Pause Rate, Mean Pause Duration, Hesitation Time and 

Hesitation Count significantly distinguish ADRG or 

Probable AD from CG. However, for distinguishing ADRG 

from CG, only Hesitation Time and Hesitation Count were 

significant. This indicates that people with AD and other 

related Dementia tend to produce more hesitation compared 

to the control group. Besides this finding, Phonation Time 

was also found to be shorter in probable AD than in CG. 

This finding correlates to the later stage of Dementia, where 

the total speech time excluding the pauses decreases, 

restricting the talk to very few words. However, the 

Hesitation Time and Hesitation Count were found to be 

significant in classifying MCI from CG. 

Table 1. Logistic Regression Results 

Features p-Value 

 

CG vs 

ADRG 

CG vs 

MCI 

CG vs 

Probabl

e AD 

MCI 

vs 

Proba

ble 

AD 

 

Pause 

Count 

*0.044 0.803 *0.027 0.273 

Pause 

Rate 
0.428 0.563 0.469 0.661 

Mean 

Pause 

Duration 

*0.031 0.272 *0.025 0.556 

Pause 

Time 
0.728 0.109 0.916 0.333 

Phonation 

Time 

0.096 0.195 *0.012 0.069 

Phonation 

Rate 
0.837 0.065 0.978 0.241 

Standardi

zed 

Phonation 

Time 

0.801 0.371 0.804 0.141 

Verbal 

Rate 
0.894 0.121 0.745 0.27 

Hesitation 

Count 
*0.029 *0.006 0.497 0.098 

Hesitation 

Time 
*0.006 *0.003 0.164 0.133 

Word 

Count 
0.349 0.154 0.069 0.183 

*Indicate statistically vital features (p-value < 0.05)  

ADRG-Alzheimer and related dementia Group(n=309); 

CG- Control Group(n=242); Probable AD(n=233), MCI 

(n=43) 
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Fig. 2.  Box Plot of Control Vs MCI on the basis of 

Hesitation Count 

 

Fig. 3. Box Plot of MCI Vs Probable AD on the basis of 

Pause Time 

As seen in Fig. 2, the hesitation count is found to be taking 

large range of values in case of MCI when compared with 

Control Group. However, when MCI and Probable AD 

classes are compared, it is observed that Probable AD 

participants having less hesitation count compared to MCI 

participants which could be possibly because in later stages 

instead of hesitation, they take longer pauses while 

describing the picture and can even be seen in Fig. 3.  

3.3. Machine Learning Models 

 Here, AD detection is formulated as a binary classification 

problem. Five classifiers were executed on all features 

(shown in Table 1) and the significant features such as Age, 

Pause Count, Mean Pause Duration, Hesitation Count and 

Hesitation Time were identified in the feature selection 

stage.  

A review of data and its distribution among both groups 

revealed that the SVM classifier performed well. Hence, a 

primary focus was provided to SVM in the model training. 

The Objective of SVM classifier is to find the hyperplane 

with maximum margin. The hyperplane equation dividing 

the two different groups of points can be represented as: 

  

H: wT(x) + b = 0 

From a given point vector Φ(x0), distance d can be written 

as: 

 

 

 

 

On the training set, if the prediction is from the AD group 

in the hyperplane equation, wT(Φ(x)) + b > 0 will have a 

value greater than 0 (zero) and if the point is from non – AD 

group, then it would have negative values. As a result, SVM 

minimizes the aggregate distance between the maximum-

margin hyperplane and the support vectors of AD and non-

AD classes and given as: 

SVM outperformed by giving an accuracy of 87% on the 

selected feature set. 

Table 2. Performance of ML Models considering All 

features Vs Selective Feature Set for classifying ADRG 

AND CG  

 

Table 3. Evaluation Metrics of ML Models considering 

Selective Feature Set for classifying ADRG AND CG 

ML 

Algo 

Precisi

on 

(ADR

G/CG) 

Recall 

(ADRG/C

G) 

F-Measure 

(ADRG/C

G) 

Accura

cy 

SVM 
0.91/0.

86 
0.71/0.96 0.73/0.83 87 

LR 
0.71/0.

84 
0.71/0.84 0.71/0.84 79 

NB 
0.80/0.

79 
0.57/0.92 0.67/0.85 79 

DT 
0.62/0.

83 
0.71/0.76 0.67/0.79 74 

RF 

0.69/0.

87 
0.79/0.80 0.73/0.83 79 

Model Accuracy 

(Overall 

Features) 

Accuracy (Significant 

Feature) 

SVM 82 87 

LR 79 79 

NB 74 79 

DT 79 77 

RF 74 74 
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A comparison of the performance of SVM with other 

classifiers, viz Logistic Regression (LR), Random Forest 

(RF), Naïve Bayes (NB) and Decision Tree (DT) was done. 

Tables 2 and 3 exhibit the performance of all four classifiers 

on all feature set and particular feature set, respectively. 

Metrics such as Precision, Recall, F-measure and Accuracy 

were used to evaluate these models as this is a classification 

problem. All the experiments were performed using Python 

scikit-learn [27]. The results of all classifiers can be seen in 

Tables 2 and 3. 

3.4. Evaluation Metrics  

The performance of the classifiers was evaluated using 

Precision, Recall, F-measure and Accuracy. Here Recall is 

the proportion of the count of correct ADRG predictions to 

the total actual ADRG occurrences and Precision is the 

proportion of the count of correct ADRG predictions to the 

total returned ADRG occurrences. F-measure is the 

harmonic mean of Precision and Recall. The performance of 

these classifiers is also studied with the selective feature set. 

Table 2 shows the performance of ML models by 

considering 5-features having pause and hesitation metrics. 

It was found that SVM provided a precision of 0.91 and 

recall of 0.86 respectively on disease group whereas LR had 

a good recall after SVM. 

 

Fig 4. ROC Curve for all Features 

 

Fig 5. ROC Curve for Significant 5-Features Set 

 

Fig 6. ROC Curve for Significant 7-Features Set 

4. Results and Discussion 

After comparing all the models, it is evident that SVM 

outperformed over all the classifiers for both the feature set. 

In this experiment, a comparison of the performance of 5 

classifier algorithms was done using all features and 

significant features set obtained from feature selection. Our 

method of extracting the speech metrics directly from audio 

recordings could classify the groups with an accuracy of 

0.87. The highest Accuracy of 0.87 was attained using the 

SVM algorithm with 0.91 precision in the disease group. 

The next highest Accuracy of 0.79 was attained by LR. 

Though the performance of RF was average on all feature 

sets, they gave a good recall of 0.79 for the disease ADRG 

group, which is better than the Recall from the other two 

classifiers. Figures 4, 5 and 6 show the ROC (Receiver 

Operating Characteristic) curve plotting for all classifiers on 

the 13, 5 and 7 features set. 

Because of the transcript's availability with the Dementia 

Bank dataset, existing work done [12,17,23,30] considers 

only linguistic features. Our experiment mainly focuses on 

studying temporal features extracted directly from 

recordings of the Dementia Bank Dataset. The result 

showed an improved Precision of 16% compared to the 

earlier work [12] and improved Accuracy of 7% & 28% 

compared to works [17] and [30], respectively, for the same 

dataset. 

As in the case of Probable AD and CG, the class distribution 

was well balanced and found that the pause can be one of 

the indicators to distinguish the probable AD group from the 

control group, which correlates with the study [7,8,24]. In 

our study, pause metrics were found to be significant 

indicators in the control Versus Probable AD group 

correlating with advanced stage AD symptoms. Some 

studies have confirmed that speech analysis can also aid in 

Mild AD and MCI diagnosis [30-32]. 
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5. Conclusion & Future direction 

The results of Machine Learning experiments and statistical 

evaluations suggest that learning temporal speech features 

from the narratives can aid the determination of Alzheimer's 

disease and related Dementia. This study was mainly based 

on speech temporal and acoustic features, which are 

different from the earlier work of syntactic and lexical 

features using the same dataset. This work does not claim to 

be a robust system for classification but a potential 

experimental work in temporal features. This dataset and 

experiments can also be extended to observe specific 

linguistic and temporal features contributing to disease 

progression. The Accuracy of the existing model (0.87) may 

improve by increasing the dataset with a balanced number 

of participants in each class. Also, using current technology 

for high-quality recording may provide better values for 

metrics such as pause and hesitation. 
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