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Abstract: The rapid development of social media has changed the way of interacting and communicating, one of which is using Twitter. 

Through Twitter, users can express themselves and their feelings directly without limits. It can unconsciously become a medium that 

reflects one’s personality. In conducting personality assessments, the Natural Language Processing (NLP) model can use to predict 

personality automatically. So, in this study, an experiment was conducted to predict user personality based on the Big Five Personality 

Traits, especially in Indonesia. Previous research on personality prediction using BERT has provided promising results. However, BERT 

has drawbacks because it is limited in processing many words. To process information better it requires prediction of personality at the 

user-level by using all the user's information.  Based on this, this research focuses on conducting experiments by proposing the Three Order 

Ensemble method with the BERT workflow (TOEM-BERT) as a scheme for combining tweets so that tweet data can be used optimally. 

The testing phase consists of two different experimental scenarios using two types of BERT models: IndoBERT and IndoBERTweet. 

Parallel test scenarios are carried out using the test set for each model, and linear test scenarios are carried out using the same test set for 

the entire model. The experiments show that the proposed TOEM-BERT method performs better in all test scenarios by obtaining 78.41% 

Weighted F1 in the linear test using IndoBERT and 77.84% Weighted F1 in the parallel test using IndoBERTweet. 

Keywords: Big Five, Personality prediction, IndoBERT, IndoBERTweet, Indonesian Twitter, Ensemble model 

1. Introduction 

Social media has revolutionized the way of interacting, 

especially in communication, to connect with various 

parties online. A wide selection of social media platforms 

encourages social media interactions without boundaries. 

One of the popular social media platforms used is Twitter. 

Twitter has around 486 million users and is one of the 

world's most active social media platforms [1]. Twitter users 

in Indonesia also continue to increase. In 2022 more than 19 

million Indonesians are active Twitter users [2]. Using 

Twitter makes it possible for users to exchange information, 

share thoughts, or even share personal stories to build new 

relationships and preserve existing ones. They also can 

express their thoughts and feelings directly at any time. So, 

the information produced and shared by social media users 

is considered a reflection of the self that reflects the true 

personality [3]. Specifically, changes in human interaction 

with social media make it possible for research in 

personality predictions that include psychological 

characteristics and user behavior based on information 

shared on social media [4]. Personality is a collection of 

characteristics and patterns that reflect individual behavior 

[5]. Personality information can be applied in various fields, 

such as online marketing, employee recruitment, personal 

recommendation, and counseling guidance. Several models 

describe personalities, such as MBTI, DISC, and Big Five. 

In the Big Five personality theory, personality is grouped 

into five factors: openness, conscientiousness, extraversion, 

agreeableness, and neuroticism. These five factors have also 

been shown to be significantly related to user behavior on 

social media [6].  

Personality assessment is usually carried out using 

psychological tests with the help of specialists. However, 

this requires a long time and is expensive. As a solution, 

research in the field of Natural Language Processing (NLP) 

can be used to analyze the relationship between language 

use and personality in developing models that can 

automatically detect individual personality traits based on 

text shared on social media. Research conducted by [7] 

using several machine learning models such as Naïve Bayes, 

Neural Network, and SVM with TF-IDF, LIWC, 

EmoSenticNet, and ConceptNet as Feature Vector 

Generation. TF-IDF is considered unsuitable for data 

originating from Twitter because they cannot recognize the 
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meaning and semantics of words simultaneously, so the 

research conducted by [8] added the word embedding Glove 

method with the XGBoost classification method. Glove is 

considered more suitable for handling complex and dynamic 

Twitter data. Approaches to personality prediction usually 

use one architecture to a certain extent. In addition, the 

architecture of the machine learning model also needs to be 

improved in retaining information from the previous word, 

and the resulting context does not pay attention to the order 

of the sentence. To overcome these limitations, the research 

conducted by [9] uses deep learning models to predict 

personality at the user-level. A hierarchical hybrid model 

based on a self-attention mechanism and a Convolutional 

Neural Network (CNN) combined with embedded multi-

head self-attention and Bidirectional Long Short-Term 

Memory (Bi-LSTM) with native word embedding modules. 

The goal is to create feature diversity by making the model 

extract more semantic information horizontally and 

vertically. 

The development of the Deep Learning model in the field of 

NLP resulted in the success of the bidirectional technique, 

thus inspiring the creation of various language models that 

adapt the transformer architecture. One example is 

Bidirectional Encoder Representation from Transformers 

(BERT) [10]. BERT is known for its ability to solve various 

problems related to text and NLP. BERT uses the Encoder 

part of the Transformer, which is designed with 

bidirectional (left-right and right-left) representation of text 

together and combines Mask Language Model (MLM) with 

Next Sentence Prediction (NSP) together. Thus, BERT is 

considered one of the best methods for understanding texts, 

especially in complex contexts [10]. Due to its better ability 

to understand text, several studies have also started using 

BERT for personality prediction. As in the research 

conducted by [11], which uses tweets from various 

languages. The BERT model is proven to have optimal 

results in this study, with an F1 score of 0.97 on Dutch tweet 

data. In exploring further, the process of analyzing 

information based on text delivered via tweets, research 

conducted by [12] uses BERT architecture and emotional 

features (SenticNet5) as feature extraction classified with 

CNN. The combined results of all these approaches 

produced an accuracy value of 0.9251.  

In adapting to the various needs of NLP tasks, the BERT 

model continues to be developed. One of them is the 

existence of IndoBERT, as the development of the BERT 

model with a certain language, Indonesian. The 

development of the IndoBERT model was also carried out 

by creating IndoBERTweet, which is the first large-scale 

pre-trained model specifically for Indonesian Twitter data 

[13]. Research related to personality prediction using 

Indonesian has also started using BERT or IndoBERT, such 

as research conducted by [14] using a combination of BERT 

and IndoBERT to get better prediction results. Previous 

studies have typically used a tweet-level approach to build 

personality prediction models. Since the number of word 

tokens that can be processed by the BERT model is limited 

to 512 words, tweet data with a certain number of words is 

usually processed for extraction. This does not adequately 

describe the overall interactions and activities of social 

media users because Twitter users usually have a lot and 

varied information. Personality prediction at the user-level 

using more Twitter user information is carried out to 

overcome these limitations to improve the model 

classification results. Previous research [15] has tried to 

make a user-level personality prediction using the Twitter 

dataset. However, they only took 25 last tweets of the user 

because of the limitation on the BERT model, which caused 

the model to not use the full potential of the dataset and gave 

inferior results to previous works with the same dataset 

[16]–[19]. 

A technique that may be able to use the extracted 

information from the dataset to the maximum and gives 

better results at once is ensemble. Reference [20] proposed 

the Bagged SVM over the BERT Word Embedding 

Ensembles method. This approach divides the dataset into 

several subs and the text into several parts according to the 

sentence order and period. Then each of these sub-data was 

extracted using the BERT model and the SVM classification 

model. The final step of this approach is to use ensemble 

majority voting to select user personality labels, which is a 

bagging method. Ensemble techniques are used to find the 

best solution from several algorithm models by combining 

them. Based on this, this study aims to build a personality 

prediction model at the user-level using a simple ensemble 

approach. We proposed Three-Order Ensemble Model that 

uses the BERT model as the foundation (TOEM-BERT). 

The classification process used a multi-label approach 

because the dataset classifies users with one or more big five 

personality types. TOEM-BERT is inspired by the BART 

[21] training scheme, which changes sentences by adding, 

deleting, or shuffling words to get better results. TOEM-

BERT divided the dataset into three parts based on the order 

of tweets to extract more information from users’ tweets. It 

then applied the ensemble bagging technique, which 

combines the outputs from each model and then calculates 

the average of all the model outputs to predict the final 

prediction label to obtain better model prediction results. 

2. Related Works 

Personality by itself is an ever-growing field of research. 

Personality has been categorized into traits which in the 

collective is called personality inventory [22]. In the field of 

personality prediction, numerous personality inventories 

have been used to identify users’ personalities, such as 

MBTI [23], [24], Big Five [16], [19], and other inventories 

such as dark triad [25]. Various modalities are also explored, 

with social media content being the most popular due to its 
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abundance in the dataset  [26]–[29]. Other modalities 

include essay [30], [31], online forum [32], [33], email [34], 

and non-linguistic modal [35], [36]. 

An approach to identify a user’s personality is to identify 

each trait on its own, meaning that a model is created for 

each trait [24]. For the Big Five, this means traits are split 

into five labels, and each trait is classified by its own 

classifier [37]. This approach is supported by a theory that 

traits are independent to one another [38]. However, it is 

possible to build a model that outputs each trait's qualities 

all at once by building a multi-label model.  A multi-label 

BERT-based classifier was able to perform on par with 

single-label prediction [12]. It is also observed that the 

multi-label model performs better on MBTI than the Big 

Five. However, looking at the Big Five result, it is shown 

that the difference between single-label and multi-label 

models is rather insignificant. Another study investigating 

the performance difference between single-label and multi-

label models on shallow-level machine learning shows a 

similar conclusion [39]. 

The ensemble model has been proven to leverage the 

language model performance, both at shallow-level [40] and 

deep-level [41]. In personality prediction, [42] uses meta-

learning on both essay and Facebook posts, using trigram as 

their feature. However, the study treats the traits as five 

single-labels. [19] uses gradient boosted tree known as 

XGBoost. Another approach is to utilize bagged SVM on 

the BERT model [20]. The study also uses Mairesse features 

to enrich the feature. Again, the study treats each trait 

independently. [43] uses ensemble to investigate which 

modality works best to identify each trait in the Big Five 

between text, audio, and video. In relevance to the text 

model, the study discovers that the text modal does not carry 

as much important information for extraversion and 

openness. Although the text modal carries good information 

for agreeableness and conscientiousness, the significance is 

still very lower than video and audio. However, 

crosschecking the result with previous studies show that 

openness still can be correctly identified better than 

agreeableness and conscientiousness  [20], [42], [44]. 

3. Methodology 

This section explains the workflow of this study to reach the 

research objectives, which start from data collection, 

preprocessing, feature extraction, modeling and fine-tuning, 

and evaluation. The proposed TOEM-BERT workflow is 

shown in Fig. 1. The first step was to collect a dataset that 

would be used in the training and model evaluation. Then, 

preprocessing of the dataset, which split the dataset into 

three variants, was performed. The datasets are then used to 

fine-tune BERT models and evaluated with the F1 score for 

each trait, Macro F1, and Weighted F1 score for each model. 

 

3.1. Data and Preprocessing 

The dataset used in this paper is taken from [16], which is 

Indonesian Twitter tweets and the user profile data 

consisting of 508 users with 46,831 tweets in total. For each 

user, up to a maximum of 100 tweets were collected in the 

data-gathering process. The dataset has five classes 

representing the Big Five personality traits. Each class has 

its own label representing the affinity between the tweets 

and the personality traits, which is written with either 

“High” or “Low”. Three psychology experts labeled the 

dataset with a voting system: for each trait of one user, the 

label that gets the most vote by experts becomes the label in 

the dataset. The label distribution is shown in Table 1. As 

we can see, there is an imbalance in Conscientiousness and 

Extroversion traits, while other traits are balanced. 

 

The initial text preprocessing methods that we use in this 

paper differed from the original dataset [19], which 

comprised text preprocessing methods for machine learning 

algorithms. As BERT is used as our main model, we only 

removed the use of URLs, symbols, and emoticons 

contained in tweets. Lowercasing is also done to normalize 

the text. For a user-level personality prediction  

As the maximum token for BERT is 512 tokens and the 

concatenated tweets data has an average of 1603 tokens per 

user, we propose three data ordering schemes to concat the 

tweets to make use of all tweets data, in contrast to [15] that 

only use the 25 last tweets of the user in the dataset. The 

tweets are ordered based on the tweets’ date. As in Fig. 2, 

the concatenation schemas are: (1) ascending order (AO): 

the tweets are ordered starting from the oldest tweet that has 

been posted by the user in the dataset. This is the simplest 

method; hence we will use it as the baseline. (2) descending 

order (DO): the tweets are ordered starting from the newest 

tweet N that has been posted by the user in the dataset. (3) 

random order (RO): the tweets are ordered randomly with a 

random state of 42. With this random order, hopefully, the 

variance of the dataset will be increased as it used the tweets 

that may not be covered in ascending or descending order, 

thus creating a more robust model.  
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3.2. Proposed Method 

3.2.1. Deep Learning Method 

For the classifier, two Indonesian BERT models that have 

been pre-trained with Twitter data are used. The first is 

IndoBERT [45] which was trained in two phases for 1M and 

68k steps. In the first phase, it was pre-trained with 128 

tokens, while in the second phase, it was pre-trained with 

512 tokens. The model was pre-trained on the Indo4B 

dataset, consisting of 3.6B words from various sources, 

including the Twitter dataset. The second is IndoBERTweet 

[13] which follows the same pre-training procedure as the 

original BERT model [10]. The only difference is that the 

maximum length is set to 128 tokens only. The model was 

pre-trained on the Indonesian tweets dataset, which consists 

of 26M tweets with 409M word tokens. The dataset was 

taken with 60 keywords covering four main topics: 

economy, health, education, and government. Both models 

are standard BERT base models, a transformer encoder with 

12 hidden layers (dimension=768), 12 attention heads, and 

3 feed-forward hidden layers (dimension=3,072). The only 

differences are (1) the maximum length; IndoBERT has 512 

tokens while IndoBERTweet has 128 tokens and (2) the 

embedding size; IndoBERT’s is 50,000 while 

IndoBERTweet’s is 31,923.  

 

Fig. 2. Proposed Tweets Concatenation Method 

3.2.2. Multi-label Classification 

In contrast to the previous research with the same dataset 

[15]–[19], which used five different binary classifiers to 

predict each trait from the Big Five personality traits, in this 

paper, we use a multi-label classification model, following 

[46]–[48]. In fact, using the multi-label classification model 

is more sensible for the dataset, as the training is only done 

once to predict big five traits, while training using five 

different classifiers is done five times to predict big five 

traits. For the multi-label classification model, a feed-

forward neural network is added on top of each BERT 

models with a sigmoid layer and Binary Cross Entropy 

(BCE) as the loss function: 

𝐵𝐶𝐸 =  −
1

𝑁
∑ 𝑦𝑖 ∙ log(𝜎(𝑦�̂�)) + (1 − 𝑦𝑖) ∙ log(𝜎(1 −𝑁

𝑖=0

𝑦�̂�))   (1) 

where N is the amount of data; 𝑦𝑖  and 𝑦�̂� are the true label 

and the predicted label respectively: 𝜎 indicates the sigmoid 

layer.  

3.2.3. Simple Ensemble 

As mentioned in the previous section (3.1), the dataset is 

split with three different methods, resulting in three different 

datasets. Each dataset is trained using the BERT model, 

resulting in three different models. To make use of more 

data, a simple ensemble method based on bagging [49] 

using those three models is applied. With the method, the 

outputs from the three models are averaged in the testing 

phase. The equation for the ensemble output is:  

�̂� = 𝜎 (
1

3
∙ (𝐵𝐸𝑅𝑇1(𝑥1) + 𝐵𝐸𝑅𝑇2(𝑥2) + 𝐵𝐸𝑅𝑇3(𝑥3)) )    

(2) 

where �̂� is the predicted label; BERT indicates the multi-

label classification model using BERT as the base; 𝑥 

indicates the input data for the model, which consist of the 

(1) AO; (2) DO; and (3) RO.  

3.3. Experimental Setup 

The dataset is split into train, validation, and test split with 

a ratio of 7:1:2 respectively. Hereby, the experiment is also 

split into the training and validation phase and the testing 

phase. Experiments on all phases are done using 

1×RTX3090 GPU (24GB). All splits and experiments are 

done with a random state of 42. 

3.3.1. Training and Validation Phase 

Training is done using IndoBERT [50] 

(indobenchmark/indobert-base-p2) and IndoBERTweet 

[13] (indolem/indobertweet-base-uncased) model with 

newly initialized feed-forward layer on top of them using 

the loss function in equation (1). Each model is trained 

individually on the three concatenation order data with a 

batch size of 4 to make sure the training has enough number 
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of steps, resulting in six models in total. For each model, 

hyperparameter tuning is conducted using a bayesian 

optimization search algorithm [51] to search for the 

optimum hyperparameter faster. For hyperparameter search, 

we use a variation of learning rate: 1e-5, 2e-5, 5e-5; weigh 

decay: 1e-4, 1e-3, 1e-2; and epochs: 8 and 16 on each model. 

For IndoBERT, a learning rate of 2e-5, weight decay of 1e-

3, and epochs of 8 are used. Meanwhile, for IndoBERTweet, 

a learning rate of 2e-5, weight decay of 1e-4, and epochs of 

16 are used. Models are trained with AdamW optimizer [52] 

with a linear scheduler. Validation and model checkpointing 

are done for every epoch, and the best model with minimum 

validation loss is stored.  

As the amount of data is small, deep learning model tends 

to have unstable training. To deal with unstable training, the 

training for each model and each data are conducted three 

times to find the minimum validation loss with the optimal 

hyperparameters.  

 

3.3.2. Testing Phase 

In this phase, the best model checkpoints are tested against 

the test set. The testing phase consists of two different 

scenarios to estimate the proposed model performance 

thoroughly. F1-score is used to estimate the model 

performance for each personality trait, while Macro F1 

score is used to estimate the model's overall performance, 

following [14]–[19].  In addition, as there is data imbalance 

for Conscientiousness and Extraversion traits, Weighted F1-

score is also used to better estimate the model's overall 

performance on imbalanced data. 

3.3.2.1. Parallel Testing 

In this scenario, the testing is done with each model's 

respective test set. The model that is trained on ascending 

order data will be tested on ascending order test set, the 

model that is trained on descending order data will be tested 

on descending order test set, and the model that is trained on 

random order data will be tested on the random order test 

set. The performance will reflect the direct performance of 

Table 2. Results of Parallel Testing 

Traits 

Baseline Proposed Model 

IndoBERT 

AO 

IndoBERTweet 

AO 

IndoBERT 

DO 

IndoBERT 

RO 

IndoBERTweet 

DO 

IndoBERTweet 

RO 

TOEM 

IndoBERT  

TOEM 

IndoBERTweet  

Openness 75.23 76.80 69.92 73.04 68.91 71.87 70.91 74.81 

Conscien-

tiousness 
73.08 73.47 63.64 70.83 62.75 59.02 75.56 70.37 

Extraversion 85.88 85.71 85.23 85.19 85.06 86.59 86.39 85.23 

Agreeable-
ness 

80.00 79.31 80.00 79.31 81.30 83.46 80.00 82.26 

Neuroticism 62.14 64.76 71.29 66.67 64.58 62.07 64.37 67.35 

Macro F1 75.26 76.00 74.01 75.01 72.52 72.60 75.44 76.00 

Weighted  

F1 
76.97 77.60 76.34 76.72 75.13 75.91 76.83 77.84 

 

Table 3. Results of Linear Testing 

Traits 

Baseline Proposed Model 

IndoBERT 

AO 

IndoBERTweet 

AO 

IndoBERT 

DO 

IndoBERT 

RO 

IndoBERTweet 

DO 

IndoBERTweet 

RO 

TOEM 

IndoBERT  

TOEM 

IndoBERTweet  

Openness 75.23 76.80 72.07 76.79 73.87 73.53 75.63 76.56 

Conscien-
tiousness 

73.08 73.47 73.91 76.00 69.77 66.67 76.00 65.38 

Extraversion 85.88 85.71 86.71 87.12 87.21 87.06 85.71 85.71 

Agreeable-

ness 
80.00 79.31 76.19 78.12 76.79 78.79 82.54 80.00 

Neuroticism 62.14 64.76 67.39 60.87 56.10 64.58 65.35 64.58 

Macro F1 75.26 76.01 75.25 75.78 72.75 74.13 77.05 74.45 

Weighted  

F1 
76.97 77.60 76.68 77.31 75.00 76.51 78.41 76.90 

 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(2), 283–292 |  288 

each model and concatenation order data. The proposed 

ensemble method in equation (2) is also used in this scenario 

for IndoBERT and IndoBERTweet models. 

3.3.2.2. Linear Testing 

In this scenario, the testing is done on all models only with 

one kind of test set to estimate the knowledge transfer ability 

between the model and concatenation order data. The 

ascending order test set is chosen as it is our baseline. As for 

the ensemble method, there is a slight change to equation 

(2). The equation used here is: 

�̂� = 𝜎 (
1

3
∙ (𝐵𝐸𝑅𝑇1(𝑥1) + 𝐵𝐸𝑅𝑇2(𝑥1) + 𝐵𝐸𝑅𝑇3(𝑥1)) )    

(3) 

Notice that the only input used for all models is the 

ascending order test set.  

4. Results and Discussion 

The multi-label classification result with parallel testing is 

shown in Table 2 on F1 score metric. The bolded scores are 

the highest score for each row (trait). The TOEM-

IndoBERTweet gained the best result in terms of Macro F1 

and Weighted F1 score with 76% and 77.84% respectively, 

meaning that the proposed model utilizing IndoBERTweet 

has the highest overall performance compared to other 

models. Interestingly, IndoBERTweet AO also has the same 

Macro F1 of 76%, meaning that the Three order ensemble 

model didn’t increase the performance for Macro F1. 

However, weighted F1 is increased by 0.24%, which implies 

that our proposed model with IndoBERTweet deals with 

imbalanced data better. In contrast, TOEM-IndoBERT 

successfully increased the performance from the baseline 

IndoBERT AO by 0.18% on Macro F1. However, there is a 

drop of 0.14% on weighted F1. This behavior happens 

because there is a significant drop in the Openness trait by 

4.32%, even though TOEM-IndoBERT successfully 

increased the score on other traits.  

 

Fig. 3. Comparison of individual three order models on 
parallel testing using IndoBERT 

 

 

 

Fig. 4. Comparison of individual three order models on 
parallel testing using IndoBERTweet 

Afterward, we discuss the results of individual three-order 

models. The comparison of IndoBERT models is shown in 

Fig. 3, and the comparison of IndoBERTweet models is 

shown in Fig. 4. As we can see in Fig. 3, the DO and RO 

scheme only overpower the baseline AO scheme on 

Neuroticism trait. On Agreeableness and Extroversion, the 

three models almost have balanced results, while on 

Conscientiousness and Openness, a significant drop occurs 

in the DO scheme. Overall, using IndoBERT, the DO and 

RO models didn’t increase the performance from the 

baseline AO model. As for IndoBERTweet in Fig. 4, the RO 

model can overpower the performance of baseline AO on 

Agreeableness and Extroversion traits. However, the overall 

performance using the DO and RO models also didn’t 

increase the performance as there is a significant drop in 

Conscientiousness trait.  

However, in parallel testing, each model is tested using the 

different order data according to the training set, meaning 

that we only compare the individual model performance 

instead of comparing how well the model performs against 

each other. Therefore, linear testing is performed where all 

individual models and ensemble models are tested only with 

the baseline AO test set. The result from linear testing is 

presented in Table 3. Our proposed TOEM still has the best 

performance on Macro F1 and Weighted F1, with scores of 

77.05% and 78.41%, respectively, while using IndoBERT. 

TOEM-IndoBERT also has the highest F1-score on 

Conscientiousness and Agreeableness traits. In contrast, 

TOEM-IndoBERTweet failed to achieve better results than 

baseline IndoBERTweet AO in terms of Macro F1 and 

Weighted F1 as a significant drop in Conscientiousness trait 

is spotted (-8.09%). 

We compare the individual models’ performance with the 

parallel testing setting in Fig. 5 and Fig. 6. On Fig. 4 using 

IndoBERT, the DO and RO models outperformed the 

baseline AO on four out of five traits. The DO model 

outperformed baseline AO on Neuroticism with an 

improvement of 5.25%. Meanwhile, the RO model 

outperformed the baseline AO on Openness, 
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Conscientiousness, and Extroversion with an improvement 

of 1.56%, 2.92%, and 1.24%, respectively. Overall, the 

TOEM-IndoBERT achieved better results than the baseline 

AO. In Fig. 5 using IndoBERTweet, the DO and RO models 

only outperformed the baseline AO on Extraversion trait by 

1.5% and 1.35%, respectively. Meanwhile, for the other four 

traits, the baseline AO still outperformed the DO and RO 

models.   

The difference in results on IndoBERT and IndoBERTweet 

between parallel testing and linear testing indicates that 

IndoBERTweet has better individual models and therefore 

is better at dealing with the tweets data that has the same 

pattern as the training data. Meanwhile, IndoBERT 

performs better in linear setting, indicating that it has better 

knowledge transferability than IndoBERTweet. We 

hypothesize the behavior is caused by the fact that 

IndoBERT was pre-trained with various data sources such 

as website articles, Wikipedia, Twitter, etc., which makes it 

have more knowledge than IndoBERTweet, which only pre-

trained on tweets data. To top it off, our proposed TOEM-

BERT achieved better results either on parallel testing or 

linear testing. The only limitation is that our proposed 

method still doesn’t use all the users’ tweets in the dataset. 

5. Conclusion 

In this paper, we proposed TOEM-BERT for user-level Big 

Five personality prediction. The proposed method consists 

of tweets concatenation method to represent user content 

better than using a single tweet to represent the user’s 

personality and using a simple ensemble to gain better 

results. Based on our experiments, TOEM-BERT 

successfully outperformed the baseline models. For parallel 

testing, TOEM-IndoBERTweet performs better than the 

baseline IndoBERTweet AO. Although both models yield 

the same score for Macro F1, TOEM-IndoBERTweet yields 

a better score on Weighted F1 by 0.24%. For linear testing, 

TOEM-IndoBERT outperforms the baseline on both Macro 

F1 and Weighted F1 by 1.04% and 0.81%, respectively. For 

the next study, we will investigate the long input language 

models and other schemes to fully use all of the users’ 

tweets to better predict their personalities.  
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