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Abstract: Content-Based Image retrieval(CBIR) is a technique to search and retrieve similar images from large multimedia databases 

and an IR system is regarded as efficient if it can retrieve all the images to meet the user’s needs. There are many advanced machine-

learning technologies such as deep neural networks(DNN), convolutional neural networks(CNN), and transfer-learning(TL), which are 

gaining greater importance in image-related tasks. In this paper an efficient framework for content-based image retrieval system adapting 

transfer-learning on pre-trained CNNs (ResNet18, GoogLeNet, AlexNet) using query-by-image method is proposed, the method explores 

classification-score descriptors for IR and employ distance metrics for similarity matching. The framework prescribes transfer-learning 

for efficient retraining of pre-trained CNNs on small datasets chosen from the Wang database. Thirty-plus experiments are designed for 

finding optimal values of the hyper-parameters and exploring the suitability of six popular distance metrics namely Euclidean, 

seuclidean, Cityblock, Cosine, Mahalanobis, and Chebychev. After extensive experimentation, a new efficient framework for CBIR 

using CNN classification scores is proposed and the new framework of CBIR achieves the image retrieval accuracy of 99.45% on natural 

scene images of 20 classes of the Wang dataset. The experimentations show that the proposed framework is efficient for content-based 

image retrieval system. 
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1. Introduction 

The advancement in information technology has resulted in 

an ever-increasing quantity of multimedia data. Automated 

systems for analyzing, classifying, indexing, and retrieval 

of multimedia data are necessary, and the available 

computer-assisted automatic systems are facing the 

challenge of a “semantic gap” in the retrieval of 

multimedia information. The works in image retrieval date 

back to the 1980s with image annotation and keyword-

based querying [1] on image database management 

(IDBM) systems. The keyword-based search is dependent 

on the quality and completeness of image annotations. In 

order to increase the efficiency of image retrieval and to 

reduce the work of annotation and its related discrepancies, 

content-based image retrieval (CBIR) systems are 

introduced. But these required the process of feature 

extraction to understand the contents of the image queries. 

Such visual interactions via the query-by-visual example 

and query-by-subjective descriptions for CBIR are 

explained in [2] and CBIR systems (IBM’s QBIC to 

Chabot) are summarized in [3], [4] to increase the search 

efficiency and retrieval accuracy. But the use of visual 

features such as color, texture, shapes (the low-level 

features), etc. to retrieve relevant images, results in lack of 

understanding the human perceptions such as objects, 

events, etc. Since the performance of CBIR systems 

heavily depends upon the feature descriptors, matching the 

low-level visual contents of images to high-level 

understanding (Bridging the semantic gap) becomes 

essential to meet the user needs. The semantic gap can be 

reduced by creating the object ontology, using supervised 

and unsupervised machine learning methods, relevance 

feedback, generating semantic templates, using web info 

[5], etc., and are summarized in [6] & [7]. 

The advancements in machine learning techniques such as 

deep neural networks and convolutional neural networks 

(CNN) have achieved greater importance in image-related 

tasks with their powerful feature learning functionality and 

hence have received considerable attention in CBIR 

systems in the generation of binary codes or hash codes for 

retrieval. The use of deep learning to build binary codes 

known as deep hashing techniques, for image retrieval are 

discussed in [8]. The use of hash codes is best suited for 

increasing the search quality and the choice of network is 

dependent upon the retrieval type, such as object retrieval 

and semantic retrieval. The comprehensive survey of deep 

learning methods such as the evolution of deep learning 

methods (years 2011 to 2020), network types, types of 

_______________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________ 

1 Visveswaraya Technological University, Belagavi, Karnataka – 590018, 

INDIA, saangadi@vtu.ac.in 

ORCID ID :  0000-0001-9756-9786 
2 Visveswaraya Technological University, Belagavi, Karnataka – 590018, 

INDIA, hemacpurad@gmail.com 

ORCID ID :  0000-0001-7032-1780 

* Corresponding Author Email: hemacpurad@gmail.com 



International Journal of Intelligent Systems and Applications in Engineering IJISAE, 2023, 11(2), 400–424 |  401 

descriptors, retrieval types, etc. for CBIR, is given by [9]. 

The feature extraction quality is increased by the use of 

CNNs and hash codes. The CNNs, generally with their 

deeper networks yield high dimensional features. The 

deepest features [9], [10], [11], [12], [13] are extracted 

from CNNs to analyze the images in the image retrieval 

tasks. The applications using these deep, high dimensional 

features will always suffer from “Curse of 

Dimensionality”.  In order to have dimension efficient, 

robust, and fast features in the retrieval of the images, the 

“classification scores” [14] are utilized in this work. The 

classification scores in this work are obtained after tuning 

of hyper-parameters by conducting thirty-plus experiments 

on three pre-trained CNNs and the best framework is 

recommended for efficient retrieval of images on natural 

scene images using 3 pre-trained CNNs. 

The deep learning techniques and CNNs are heavily 

dependent upon availability of massive training data. The 

performance of CNNs is directly proportional to the size of 

the dataset. Accuracy will be increased with the increase in 

the size of the dataset. In many cases, it is difficult to 

create or collect training datasets that are large enough. 

The transfer-learning is the solution to the problem of 

insufficient training data of CNNs. Transfer-learning is the 

method to improve the performance of CNNs with small 

datasets by bringing the knowledge gained in one task to 

another task in the same (homogeneous) or different 

(heterogeneous) domain without redesigning the 

architecture from scratch and this process also consumes 

less time. The mechanism, performance, and applications 

of transfer-learning are discussed in [15]. Unlike 

homogeneous transfer-learning, heterogeneous transfer-

learning [16] is rarely used in real-world applications 

because of its differing feature spaces. There are four types 

in transfer-learning as mentioned in [17], instances based 

(specific weight adjustment strategy in the same domain), 

mapping based (bringing knowledge to new data space), 

network-based (reuse the partial network that pre-trained in 

the source domain), and adversarial based (introduce 

adversarial technology to find transferable 

representations). In this work, network-based transfer-

learning is employed which means the transfer-learning is 

performed on pre-trained CNN models with adaptation 

also referred to as refining the network. Deploying 

augmentation methods prevents overfitting and improves 

the accuracy of transfer networks by increasing the size of 

the dataset with augmented images. There are many 

augmentation methods such as rotation, flipping, zooming, 

brightness, contrast, translation, deformation, reflections, 

etc. [18]. In this proposed work, the pre-trained models 

ResNet18 [19], GoogLeNet [20], and AlexNet [21] are 

chosen for retrieval of images. The application of deep 

CNNs started presenting considerable improvement over 

older networks by having the deep CNN architecture 

proposed by Alex Krizhevsky et al. [21] named AlexNet 

after the ImageNet Large Scale Visual Recognition 

Challenge (ILSVRC competition dated on September  30, 

2012). Later to improve the practical applications and with 

the influence of increased image classification efficiency, 

Google come up with GoogLeNet proposed by Szegedy et 

al. [20] and participated in ILSVRC 2014 for classification 

and detection challenges. Both of the networks have 

comparatively fewer layers and are faster in learning large 

datasets and hence are used in this work. 

The introduction of CNN with the residual network 

(ResNet) has achieved a breakthrough in image 

classification. Microsoft has come up with a series of deep 

networks as ResNets proposed in [19] to improve the 

accuracy in image-related tasks. The ResNet and its 

variants are used in various applications, such as object 

detection [22], image classification [23], [24], image 

retrieval [25], etc. The performance comparison of data 

classification based on modern CNNs for non public 

datasets (Lead isotope) is explained in [26] and mentioned 

that ResNet18 which has moderate layers, takes less 

training time, with minimum error rate, and produces the 

best classification results. The paper [27] has implemented 

five CNN architectures (Yolo-v2,Yolo-Conv, GoogLeNet, 

ResNet18 & ResNet50) in vehicle occupancy detection, 

and the performance of these models are compared and it 

is reported that ResNet18 has performed better than other 

CNNs and uses less computation time and it is further 

stated that the ResNet18 can be used in real-time vehicle 

occupancy detection. The literature explores that the 

transfer-learning is suitable for small datasets and transfer-

net with the pre-trained ResNet achieves greater accuracy 

by preventing overfitting with the deeper network and 

compared to other pre-trained models (Yolo-v2, Yolo-

Conv, ZFNet, VGG16, VGG19, DenseNet, AlexNet, 

GoogLeNet, ResNet101, ResNet50, ResNet40, ResNet25, 

ResNet10, ResNet7) and ResNet18 is feasible with its 

moderate layers and yields better accuracy [19].  

The pre-trained models in transfer-learning, extract high-

level features and ResNet18 [19], GoogLeNet [20], and 

AlexNet [21] with relatively shallow networks, yields 

better accuracy, hence in this work image retrieval system 

based on the transfer-learning with ResNet18, GoogLeNet, 

and AlexNet using classification scores are explored and 

an efficient framework is proposed. The contributions of 

this paper can be summarized as below, 

i) A new framework using transfer-learning for CBIR 

using classification scores of CNN 

ii) Efficient training and retrieval using tuned hyper-

parameters of CNN that employs transfer-learning 

technique using classification scores from Softmax layer 

and 

https://en.wikipedia.org/wiki/ImageNet_Large_Scale_Visual_Recognition_Challenge
https://en.wikipedia.org/wiki/ImageNet_Large_Scale_Visual_Recognition_Challenge
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iii) Experimentation leading to a new and efficient 

framework  

The framework aims at providing an efficient content-

based image retrieval system and the core of this 

framework is to provide dimensionally efficient image 

descriptors and suitable pre-trained CNN for IR and the 

suitable distance metric to find similar images using 

classification scores from CNN. 

This work involved conducting experiments to ascertain 

the optimal values for the hyper-parameters of pre-trained 

CNN’s, and optimal distance measures for content-based 

image retrieval. The experimentation on hyper-parameters, 

and distance measures for the efficient framework of 

CBIR, involved designing 30 experiments for hyper-

parameters optimization and working with six different 

distance measures namely Euclidean, seuclidean, 

Cityblock, Cosine, Mahalanobis, and Chebychev. The 

experimentations explored one of the two optimizer 

algorithms namely, Adaptive Moment Estimation (Adam) 

and Stochastic Gradient Descent with Momentum (sgdm), 

various values of Mini Batch Size (10), Maximum Epoch 

(3), Initial Learning Rate (4). This resulted in arriving at 

the optimal values for these hyper-parameters. Further, the 

different previously named distance measures were used to 

verify the retrieval accuracy of the system and it is found 

that Cosine similarity gives the best results of 99.25% for 

the CBIR system using classification scores of the CNNs 

(transfer-learning networks). 

The extensive experimentation on three pre-trained CNNs 

has led to the proposal of an efficient framework of CBIR 

which consists of a transfer-net of ResNet18, with the 

optimized values of hyper-parameters having Adam 

optimizer, with a mini-batch size(MBS) of 32 and max 

epochs(ME) of 10 and initial learning rate(ILR) of 1e-4. 

Cosine similarity for matching and retrieval of images is 

the most efficient measure. And the recommended 

framework of CBIR achieves recall accuracy of 99.45% on 

natural scene images of 20 classes of the Wang dataset. 

These results are promising and present a good approach 

for Content-Based Image Retrieval. 

The paper is organized into 5 sections, section 2 explains 

the proposed methodology and section 3 describes the 

experimentation. The results and recommendations are 

presented in section 4 and finally, section 5 brings up the 

conclusion. 

2. Proposed Method 

The proposed method devises the framework for CBIR and 

is comprised of three phases. Phase one focuses on 

transfer-learning using pre-trained CNNs (ResNet18, 

GoogLeNet, and AlexNet), phase two focuses on 

classifying the images and obtaining the classification 

scores, and phase three on similarity measurement and 

image retrieval using the query-by-image method and 

various distance metrics. Details of the three phases are 

described in the following subsections and the data flow 

diagram of the proposed system with three phases is shown 

in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. Framework of proposed CBIR system using 

classification scores 

The framework in Figure 1 presents the flow of data 

between the phases. In phase 1 transfer-learning is 

performed separately on each dataset (subsets obtained 

from the Wang database) with ResNet18. And the transfer-

learning is also done on GoogLeNet and AlexNet using 

wang20 and wangO20 datasets. Finally, the validated 

transfer-nets are saved for further use. In phase 2 all the 

images in datasets are classified using transfer-net and the 

resultant classification scores and predicted labels are 

saved in the datastore. In the third phase, the query-by-

image method is employed, classification scores are 

obtained and the label is predicted by classifying the 

query-image using transfer-net, and image retrieval is 

performed through similarity measurement by employing 

the distance metrics between classification scores of query-

image to the classification scores pre-computed for 

training/validation images. Finally, the required numbers 

of top-ranked images are retrieved. The detailed process is 

explained in the following subsections. 

2.1. Transfer-Learning with Pre-trained CNNs 

(ResNet18, GoogLeNet, & AlexNet)-(Phase-1) 

The transfer-learning is applied by deploying 18-layers 

deep pre-trained CNN the ResNet18, 22 layers deep 

GoogLeNet, and 8 layers deep AlexNet,  to classify 

datasets of  images selected from the Wang database also 

known as Corel database [33]. The transfer-learning on 

ResNet18 is employed for each dataset. And the 

GoogLeNet and AlexNet have been trained on wang20 and 

wangO20 datasets (the datasets are explained in section 3). 
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Once the transferred networks are built, the models are 

validated by using input images kept for validation. The 

trained and validated transferred networks are saved in the 

data store for later use in the next phase. The methodology 

of transfer-learning is given in the Algorithm-1. 

Algorithm 1: TRANSFER-LEARNING ON PRE-

TRAINED_CNN 

Input:  Image Datastore ‘Ids’, Pretrained_CNN ‘P’ 

Output: Transferred Network ‘Tn’ obtained from transfer 

learning on the Pre-trained_CNN ‘P’ 

Begin 

Step 1: Split the image datastore ‘Ids’ into training & 

validation sets 

Step 2: Apply pre-processing on training & validation sets 

Step 3: Create new learnable & new class layers for the 

pre-trained_CNN ‘P’ 

Step 4: Replace the fully connected & classification output 

layers of the 

Pre-trained_CNN ‘P’ with the newly created layers 

Step 5: Find optimal values for hyper-parameters of the 

Pretrained_CNN ‘P’ 

Step 6: Retrain & validate the modified Pretrained_CNN 

on the dataset 

Step 7: Store the transferred network ‘Tn’ of the pre-

trained_CNN ‘P’ 

End 

The Algorithm-1 explains the process of transfer-learning 

on pre-trained CNNs (Resnet18, GoogLeNet, and 

AlexNet) in the first phase. The datastore images are 

partitioned into training and validation sets to train and 

validate the  pre-trained CNNs for the new dataset. The 

pre-processing is performed over the training dataset 

before feeding to the network. The input images are 

resized to accommodate the size of the input layer of the 

pre-trained CNNs (for ResNet18 & GoogLeNet it is 224-

by-224-by-3 & for AlexNet it is 227-by-227-by-3). The 

image augmentation (pre-processing-involves flipping the 

images along the vertical axis, randomly translating the 

pixels horizontally and vertically, etc.) is performed to 

make transfer-net to be invariant to changes in the images 

(translation, viewpoint, size, or illumination etc.) in order 

to learn the relevant pattern and boost overall performance. 

The two new layers (‘newLearnableLayer’ and 

‘newClassLayer’ ) are created to learn and classify the 

images and to output the labels of the new dataset. The 

final layers, the fully connected layer (‘fc1000’ of 

ResNet18, ‘loss3-classifier’ of GoogLeNet, and ‘fc8’ of 

Alexnet) is replaced with the ‘new_fc’ to reflect the 

features of the new small dataset and the classification 

output layer (“classificationLayer_Predictions” of 

ResNet18 and ‘output’ of GoogLeNet and AlexNet), is 

replaced with ‘new_classoutput’ to output the predicted 

class labels of the new datasets. The hyper-parameters are 

tuned to obtain optimal values and finally transferred 

network is obtained by retraining and validating the 

modified pre-trained CNN and stored to use in the next 

phase. 

The hyper-parameters namely, the optimizer algorithm 

(OA), mini-batch size (MBS), max epochs (ME), initial 

learning rate (ILR), validation frequency (VF) are 

normally used in the training process of transfer-learning. 

The optimal values set to these parameters will play a 

crucial role in obtaining an effective transferred network. 

The features obtained from an effective transferred 

network can efficiently retrieve the images. And hence the 

experimentations are conducted to fine-tune the values of 

these hyper-parameters. And so-obtained transfer-net is 

used in the subsequent stage. 

2.2 Classify the Images (Phase-2) 

Transfer-learning phase is followed by the classification 

phase, the second phase of the proposed system. The 

classification scores are extracted by classifying all the 

images of the dataset using transfer-net in order to index 

the images for retrieval in the subsequent phase. All the 

images in the database are fed to the transfer-net and the 

Softmax layer of the transfer-net classifies the images and 

obtains the classification scores (α) and the 

'new_classoutput' layer outputs the classification label 

predictions (β) of all the images of the database and are 

stored in the datastore for further use in the next stage, and 

the process is presented in Algorithm-2. The fully 

connected layer and classification layers contain 

information on how to combine the features that the 

network extracts into class probabilities (classification 

scores) & predicted labels. 

Algorithm 2: CLASSIFY_IMAGES 

Input:  Image Datastore ‘Ids’, Transferred Network ‘Tn’ 

Output: Classification scores ‘α’ & Predicted labels ‘β’  

Begin 

Step 1: Input the image datastore ‘Ids’ to the transferred 

network ‘Tn’ 

Step 2: Apply Softmax function ‘S’ of the transferred 

network ‘Tn’ to classify the images of the image datastore 

‘Ids’ to obtain classification scores ‘α’ & Predicted label 

‘β’ 

Step 3: Store the Classification scores ‘α’ & Predicted 

label ‘β’   for each image ‘I’ of the image datastore ‘Ids’ 

End 
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CLASSIFICATION SCORES. Normally when CNN 

techniques are used for image related tasks, the deepest 

features are obtained from different layers of the network 

to analyze the images for classification. Further various 

descriptors [8], [9] such as hash codes, binary descriptors, 

real-valued descriptors, aggregated descriptors (fusion of 

features at different layers of the network(s)), etc. are used 

in the retrieval of images. In this work, the dimensionally 

efficient, “classification scores” are utilized as the 

descriptors for the retrieval of images. The “classification 

scores” form the vector of probabilities of the image being 

classified as belonging to each class and such vectors are 

generated for each image at the Softmax layer (the last 

activation function) [14], and are extracted. The Softmax 

activation function scales (normalizes the output of the 

network to a probability distribution over predicted output 

classes) “numbers/logits” into probabilities. In 

mathematics ‘logit’ is a function that maps probabilities (0, 

1) to real numbers in (-∞, +∞). The output of a Softmax is 

a vector with probabilities of each possible outcome. The 

probabilities in vector sums to one for all the possible 

image classes. Mathematically Softmax is defined as in 

equation (1). 

𝑆(𝑦)𝑖 =
exp⁡(𝑦𝑖)

∑ exp⁡(𝑦𝑗)
𝑚
𝑗=1

   (1) 

Where ‘y’ is an input vector to a Softmax function, S. It 

consist of  ‘m’ elements for ‘m’ image categories (possible 

outcomes). ‘yi’ is the ith element of the input vector. It can 

take any value between -∞ to +∞. The ‘exp(yi)’ is the 

standard exponential function applied to ‘yi’. The result of 

‘exp(yi)’ is small value (close to ‘0’ but not ‘0’) if yi<0 & a 

large value if ‘yi’ is large. And the term ‘∑ exp⁡(𝑦𝑗)
𝑚
𝑗=1 ’ is 

a normalization term. It ensures that the values of output 

vector ‘S(y)i’ sums to ‘1’ for the jth class & each of them is 

in the range ‘0’ and ‘1’ which makes up a valid probability 

distribution. And ‘m’ indicates number of image classes 

(possible outcomes). 

When images are classified, the ‘m’ numbers of scores are 

generated for each image in the dataset, where ‘m’ 

indicates the number of classes available in that dataset. 

Hence for the ‘m’ number of classes, the dimension of the 

feature vector containing classification scores for each 

image contains ‘m’ values. And these classification scores 

(α) of the images are utilized in the image retrieval phase. 

 

Let,⁡𝑓(𝐼) =∑ (∑ ∝
Ij
i⁡⁡

𝑚

𝑗=𝑖
)

𝑛

𝑖=1

   (2) 

And let,  𝑓(𝑄) = ∑ 𝛼𝑄𝑗
𝑚
𝑗=1     (3) 

Where f(I) & f(Q) in equation (2) & (3) indicates the 

classification output functions for database images & 

Query-image respectively. And the ∝
Ij
i={α𝐼11,⁡α𝐼21, 

…⁡α𝐼𝑚1 ;⁡α𝐼12,⁡α𝐼22,…α𝐼𝑚2 ;…; α𝐼1𝑛… α𝐼𝑚𝑛 ;} is the vector of ‘m’ 

classification scores of ith input image of the jth class in the 

dataset and  the 𝛼𝑄𝑗= {⁡α𝑄1 ,⁡α𝑄2 ,…,⁡α𝑄𝑚} is the vector of 

‘m’ classification scores for  query-image (Q) respectively. 

There are 5 datasets namely wang5, wang10, wang15 

wang20, and wangO20, and ‘n’ is the total number of 

images, and ‘m’ is the number of classes in each dataset. 

The dataset wang5 has total n=500 images, m=5 classes, 

wang10 has n=1000 images, m=10 classes, wang15 has 

n=1500 images, m=15 classes, wang20 has n=2000 

images, m=20 classes, and wangO20 has n=2000 images, 

m=20 classes respectively and each class in the dataset 

contains a maximum of 100 images 

(MAX_CLASS_SIZE). The details of datasets are 

provided in Table 3 of section 3. Once the classification 

scores are obtained the image retrieval is performed and is 

explained in the next section. 

2.3 Similarity Measurement & Image Retrieval (Phase-

3) 

Image features and distance metrics will play a vital role in 

similarity matching and retrieval of images. The image 

retrieval is performed by utilizing classification scores and 

the similarity measurement is carried out by employing the 

most popular and efficient distance metrics, the Euclidean, 

Standardized Euclidean (seuclidean), Cityblock, Cosine, 

Mahalanobis and Chebychev, to analyze the behavior of 

metrics in the retrieval of images using classification score 

descriptors on three pre-trained CNNs. These distance 

metrics have already proven their utility in the retrieval of 

images [28], [29] and hence these metrics are chosen for 

experimentation to easily discriminate the efficacy of the 

proposed image descriptor in the retrieval of images and 

identify the best distance metric for the framework of 

CBIR using query-by-image. 

QUERY-BY-IMAGE. Given a query-image Q, the required 

‘L’ number (<=Max_Class_Size) of images are retrieved 

from the top-ranked (indexed) images by processing the 

query-image as illustrated in Algorithm-3. 

Algorithm 3: SIMILARITY MEASUREMENT & IMAGE 

RETRIEVAL 

Input:  Query Image ‘Q’, Transferred network ‘Tn’, 

Distance metric ‘Dm’, Classification scores ‘∝Im
n ’ of all ‘m’ 

classes of ‘n’ number of images of image datastore ‘Ids’  

Output: Retrieve & display top ‘L’ images 

(<=Max_Class_Size)  from the set of sorted retrieved 

images 

Begin 

Step 1: Input the Query image ‘Q’ to the transferred 

network ‘Tn’ 
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Step 2: Apply Softmax function ‘S’ of the transferred 

network ‘Tn’ to classify & obtain classification scores 

‘𝛼𝑄𝑚’ of the query image ‘Q’ 

Step 3: Compute the pair-wise distance between 

classification scores ‘𝛼𝑄𝑚’ of query image ‘Q’ to 

classification scores ‘∝Im
n ’ of each image ‘I’ of the 

datastore ‘Ids’ by applying distance metric ‘Dm’ 

Step 4: Sort the vector of resultant distances in an 

ascending order along with the corresponding predicted 

labels ‘β’ and images ‘I’ of image datastore ‘Ids’ 

Step 5: Finally retrieve & display top ’L’ images 

(<=Max_Class_Size)  from the set of sorted retrieved 

images 

End 

The Algorithm-3 gives the process of similarity 

measurement & image retrieval in this phase. In order to 

retrieve the images, the vector of classification scores ⁡αQj  

= {⁡αQ1 ,⁡αQ2 , …,⁡αQm} are obtained from classifying the 

query-image (Q) using transferred network. And the vector 

of classification scores α
Ij
i⁡ = {αI11 ,⁡αI21 , …⁡αIm1 ; αI12 , αI22 , 

…αIm2 ; …. ; αI1n … αImn ;} of each image Ii  of the dataset 

which were stored in the form of matrix, is retrieved from 

the datastore for similarity measurement. The distance 

metric is employed, the pair-wise distance between the two 

sets of vector of classification scores (αQj  to α
Ij
i⁡) are 

computed to measure the similarity between query image 

to the database images using various distance metrics as in 

equation (4) to (9)  of Table 1. The application of distance 

metrics will result in the vector of distances. The length of 

the resultant vector corresponds to the number of images in 

the database. The resultant vector of distances is sorted in 

ascending order and ranked as 1 to N  number of images in 

the database and their respective database images are 

indexed. Finally, the specified number ‘L’ of images 

(<=Max_Class_Size) are retrieved from the set of sorted 

retrieved images and displayed. 

Table 1. The distance metrics used in retrieval of images 

Sl. 

No 

Distance 

Metric 
Equation Description Characteristics 

Eq. 

No. 

1 Euclidean 𝑑(𝛼𝑄,𝛼𝐼) = 

√∑ ∑ (α𝐼𝑗
𝑖 − α𝑄𝑗)

2
𝑚
𝑗=1

𝑛
𝑖=1  

Where ‘𝑑’ is Euclidean 

distance, and ‘𝛼𝑄’ is a 

classification-scores(α) 

for Query Image(Q) and 

‘αI’ is Classification-

scores(α) of all the 

database  images(Ii) 

This is the most common distance 

measure. It is not scale-invariant so is 

necessary to normalize the data 

before using it. It works great with 

low dimensional data & when the 

magnitude of the vectors is important 

to be measured [28], [29], [30]. The 

proposed image descriptor is 

dimension efficient and finds the 

pair-wise distance between the 

vectors of classification score 

descriptors (coordinates) of query-

image to the database images. 

(4) 

2 Standardi

zed 

Euclidean 

𝑑𝑠(𝛼𝑄,𝛼𝐼)=

√∑ ∑
1

𝑆𝑗
2 (α𝐼𝑗

𝑖 − α𝑄𝑗)
2

𝑚
𝑗=1

𝑛
𝑖=1  

Where ‘𝑑𝑠’ is seuclidean 

(Standardized 

Euclidean) distance and 

Sj is the sample standard 

deviation of the jth 

variable. 

This is Standardized Euclidean 

distance metric where in which each 

coordinate difference between the 

vector of classification scores of 

query image to database images is 

scaled by dividing by the 

corresponding element of the 

standard deviation. And continues to 

find such distance for all the images 

of the database and finally results in 

seuclidean distances. 

(5) 
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3 Cityblock 𝑑𝑐=∑ ∑ |α
𝐼𝑗
𝑖 − α𝑄𝑗|

𝑚
𝑗=1

𝑛
𝑖=1  Where ‘𝑑𝑐’ is the city-

block distance. 

This distance metric is also called the 

Manhattan or taxicab distance. This 

finds the distance between two 

vectors only if they would move right 

angles. And suits for high 

dimensional data [28], [29], & 

[31]. Despite using dimensionally-

efficient image descriptors, the 

Cityblock metric performs well. The 

Cityblock distance computes the 

absolute difference between the 

classification scores (probabilities or 

coordinates) of the pair of vectors 

belonging to the query-image & the 

database image. And finally, obtains 

the Cityblock distance of each image 

(nothing but a vector of Cityblock 

distances). 

(6) 

4 Cosine Cosine distance=1-cosine 

similarity 

Where cosine 

similarity=

∑ ∑ α
𝐼𝑗
𝑖α𝑄𝑗

𝑚
𝑗=1

𝑛
𝑖=1

√∑ ∑ (α
𝐼𝑗
𝑖 )
2𝑚

𝑗=1
𝑛
𝑖=1 √∑ (α𝑄𝑗)

2𝑚
𝑗=1

 

Cosine similarity has often been used 

as a way to counteract Euclidean 

distance’s problem with high 

dimensionality. The cosine similarity 

is simply the cosine of the angle 

between two vectors. The cosine is 

often used when there is high 

dimensional data and when the 

magnitude of the vectors is not of 

importance means in practice the 

differences in values are not fully 

taken into account [29], [32]. In this 

work the cosine of the angle between 

the vector of classification scores of 

query image and database image is 

performed. The smaller the angle, 

higher the cosine similarity. And the 

images which placed far apart by the 

Euclidean distance can be brought 

close with the smaller angle between 

them with the cosine distance metric. 

(7) 

5 Mahalano

bis 

𝑑𝑀(𝑥, 𝑦)=

√(𝑥 − 𝑦)𝑇𝑆−1⁡(𝑥 − 𝑦) 

Where ‘𝑑𝑀’ is a 

Mahalanobis distance, S 

is covariance matrix, 

and 𝑥 =∑ ∑ α
𝐼𝑗
𝑖

𝑚
𝑗=1

𝑛
𝑖=1  

and𝑦 =∑ α𝑄𝑗
𝑚
𝑗=1  

Mahalanobis distance is  an effective 

multivariate distance metric that 

measures the distance between a 

point and a distribution. It is an 

extremely useful metric having, 

excellent applications in multivariate 

anomaly detection, classification on 

highly imbalanced datasets and one-

class classification [29], [32]. It 

computes the distance according to 

the statistical variation of each 

component using the covariance 

matrix  of the vector of classification 

(8) 

https://www.sciencedirect.com/topics/computer-science/covariance-matrix
https://www.sciencedirect.com/topics/computer-science/covariance-matrix
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scores of the database images and 

results in the vector of Mahalanobis 

distances.  

6 Chebyche

v 

𝑑𝑐ℎ𝑒𝑏(𝑥, 𝑦) = (|𝑥𝑖 − 𝑦𝑖|)𝑖
𝑚𝑎𝑥

 Where ‘𝑑𝑐ℎ𝑒𝑏’ is a 

Chebychev distance, and 

𝑥 =∑ ∑ α
𝐼𝑗
𝑖

𝑚
𝑗=1

𝑛
𝑖=1  and 𝑦 

=∑ α𝑄𝑗
𝑚
𝑗=1  

Chebychev distance is defined as the 

greatest of difference between two 

vectors along any coordinate 

dimension. In other words, it is 

simply the maximum distance along 

one axis. Due to its nature, it is often 

referred to as Chessboard distance 

[28],[ 29]. In this work the vector of 

Chebychev distances, is obtained by 

computing the greatest of difference 

between query-image’s vectors of 

classification scores to the vector of 

classification scores of database 

images.  

(9) 

 

The vector of  ‘m’ classification scores are the probabilities 

of the classified image belonging to the corresponding 

class. The distance metrics, Euclidean, seuclidean, City-

block, Cosine, Mahalanobis and Chebychev defines a 

distance between the two (query image and database 

image) vectors of classification scores (αQj  to α
𝐼𝑗
𝑖⁡). The 

application of  these distance metrics will yield the vector 

of single distances and are as shown in the instance given 

in Table 2.  

 

Table 2. The instance of classification scores obtained for the database images, the query image-BUS, &  the  sample of 

resultant vector of distances of Euclidean distance metric on wang5 dataset 

Sl. No The sample classification scores obtained for wang5 dataset are, 

1 {0.99998260 1.5573902e-05 8.7092258e-07 7.0329541e-08 9.3770132e-07; 

2 0.99992704 3.1920321e-05 2.6577220e-05 1.3114803e-06 1.3145765e-05; 

3 0.99999452 3.8131013e-06 1.2904632e-06 7.5322347e-08 1.8233963e-07; 

4 1 3.5422183e-08 2.2425489e-08 2.4634079e-09 1.9584863e-09; 

5 

0.99999750 1.4847376e-06 1.0171109e-06 2.4384854e-09 2.2980675e-08; & soon 500 

rows of classification 

scores} 

 The classification scores obtained for query-image: ‘Bus’ are 

6 {0042403e-08 2.0793327e-06 0.99999344 8.8135881e-09 4.4501253e-06} 

 The sample Euclidean distances obtained are, 

7 {2.3090647e-11; 1.0066730e-06; 1.0680699e-06; 1.2641023e-06; 
1.3906412e-06; & soon 500 

distance values} 
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3. Experimentation 

This section discusses the experiments conducted in order 

to evaluate the performance of the proposed methodology 

and explores the use of various distance metrics. Initially a 

brief description of the datasets, the evaluation metrics and 

subsequently experimentations conducted and the 

observations are presented.  

DATASETS. The datasets are obtained from the Wang 

database (also known as Corel-database). This database 

comes in different flavors Corel-1k, Corel-5K & Corel-

10K [33, 34]. Each of which contains one, five & ten 

thousand images categorized into ten, fifty and one-

hundred classes respectively, whereas, each class contains 

one hundred images (MAX_CLASS_SIZE). These 

datasets contain diverse (natural) scenes such as, Africans, 

beach, monuments, horses, cars, dinosaurs, mountains, 

flowers etc. In order to evaluate the retrieval efficacy of the 

transfer-net with diversity of scenes the Wang database is 

chosen in this proposed work.  Five small datasets 

containing 5, 10, 15 & 20 classes are formed from Corel-

1K and Corel-10K databases.  The proposed method is 

validated on these datasets. The datasets formed are 

detailed in Table 3.  

 

Table 3. The small datasets formed of  5, 10, 15 and 20 classes from the Wang database 

Sl. No 

Dataset 

Names 

Chosen 

No. of 

Classes(

m) 

No of 

Images 

Available in 

the 

dataset(n) 

Classes Chosen 

1 wang5 5 500 {Beach, Monument, Bus, Butterfly, Car} 

2 wang10 10 1000 
{Beach, Monument, Bus, Dinosaur, Elephant, Food, Horse, 

Mountain, Rose, Sports} 

3 wang15 15 1500 
{Beach, Monument, Bus, Butterfly, Car, Dinosaur, Elephant, Food, 

Forest, Horse, Mountain, Planet, Rose, Sports, Sunrise} 

4 wang20 20 2000 

{Africans, Beach, Monument, Bus, Butterfly, Car, Dinosaur, 

Elephant, Food, Forest, Horse, Map, Mountain, , Planet, Rose, 

Space, Sports, Sunrise, Text, Yacht} 

5 

wangO2

0 

(O - for 

Other) 

20 2000 

{Africans, Beach, Bus, Butterfly, Church, Dinosaur, Flag, Forestlife, 

Logo, Medication, Monument2, Nature, Planet, Rose, Space, 

Testwork, Traintrack, Vibrantlighting, Waterfalls} 

 

EVALUATION METRICS. The performance of the 

proposed system is measured by validation accuracy and 

recall rate. The validation accuracy is computed as in 

equation (10) on part of the dataset which is not used for 

training but used for validating or testing the generalization 

ability of (transfer-net in order to validate) the model 

during training of transfer-learning. And predictions made 

on test set is used for finding the validation accuracy. The 

validation accuracy of transferred network is calculated for 

new classes and the equation is as follows, 

𝑉𝐴 =
𝐶

𝑇
      (10) 

 

 

Where ‘VA’ indicates validation accuracy, ‘C’ indicates 

the correctly classified labels of the test query-images and 

‘T’ is the total number of labels of the test query-images.  

In order to evaluate the retrieval accuracy, the query 

images are chosen randomly from each class and recall rate 

of each distance metric, on dataset of 20 classes is 

reported. The recall (also known as sensitivity) as defined 

in equation (11) is the ratio of the total number of relevant 

instances to the total images in each class and is given as 

follows, 

𝑅𝑒𝑐𝑎𝑙𝑙 =
{𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡⁡𝐼𝑚𝑎𝑔𝑒𝑠}∩{𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑⁡𝐼𝑚𝑎𝑔𝑒𝑠}

{𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡⁡𝐼𝑚𝑎𝑔𝑒𝑠}
  (11) 

 

https://en.wikipedia.org/wiki/Sensitivity_and_specificity
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Where the term ({Relevant images}Ո{Retrieved Images}) 

in the numerator, indicates the number of relevant images 

retrieved out of the total number of relevant images in the 

database. The term ({Relevant Images}) in the 

denominator indicates the total number of relevant images 

in the database. The implementation details of the 

framework are given in the following subsection. 

IMPLEMENTATION. The proposed methodology is 

implemented using Matlab 2020b. The three deep pre-

trained CNNs, the Restnet18, GoogLeNet, and AlexNet, 

which have the shallow networks, and have reduced 

complexity, memory and execute in less time, are chosen 

for retrieval of images. In order to obtain the effective 

transfer-net, which in turn yields efficient features for 

retrieval of images, the thirty experiments (E1 to E30) are 

designed for ResNet18 to optimize the values of hyper-

parameters for retrieval of the images on the given dataset. 

Once the optimal values are obtained for ResNet18, those 

experimental values, are used on GoogLeNet and AlexNet 

to check whether those experimental values also give 

better performance on these pre-trained CNNs. And also 

additional experiments Eg1, Eg2 of  Table 5, and Ea1, Ea2, 

Ea3 of Table 6 are conducted to optimize the values of the 

parameters for GoogLeNet and AlexNets respectively.  

The hyper-parameters which have greater impact on model 

capacity such as, the learning rate, optimization algorithm, 

Mini Batch Size, Max Epochs are chosen for optimization 

during experimentation of transfer-learning, to minimize 

the error rate and maximize the accuracy. The parameter, 

optimizer-algorithm is assigned with two values namely, 

the Adaptive moment estimation (Adam) [35] and the 

Stochastic Gradient Descent with Momentum 

(sgdm/SGDM) [36]. These two are most widely used and 

are practical optimizers to minimize the error rate in the 

network. To increase the learning rate in the early layers of 

transfer-net, the learn rate factor of weights and bias are set 

to the high value that is to the value ten. And to keep 

minimal cost for revalidation of the transfer-net for new 

datasets the validation frequency is fixed to the value three. 

The experimentations conducted by deploying ResNet18, 

GoogLeNet, and AlexNet are tabulated in Table 4, Table 5 

and Table 6 respectively. And the abbreviations used in the 

experimentations are Adam-Adaptive moment estimation; 

sgdm-Stochastic Gradient Descent with momentum; OA-

Optimizer Algorithm; MBS-Mini Batch Size; ME-Max 

Epochs; ILR-Initial Learning Rate; VA-Validation 

Accuracy.  

Table 4. The 30 experiments to optimize hyper-parameters for transfer-learning of ResNet18 

Exp. 

No. 
OA MBS ME ILR 

VA(in%) 

of wang5 

dataset 

VA(in%) of 

wang10 

dataset 

VA(in%) 

of wang15 

dataset 

VA(in%) 

of wang20 

dataset 

Mean 

VA(in%) 

of all 

datasets 

E1 Adam 8 6 1e-4 98.68 96.87 96.51 93.63 96.42 

E2 Adam 10 6 1e-4 97.35 97.49 98.69 96.73 97.56 

E3 Adam 10 8 1e-4 97.35 97.18 96.94 94.77 96.56 

E4 Adam 10 10 1e-4 98.68 96.55 97.38 94.28 96.72 

E5 Adam 16 8 1e-4 100 99.06 97.38 97.06 98.37 

E6 Adam 32 8 1e-4 99.34 98.43 99.34 98.69 98.95 

E7 Adam 32 10 1e-4 97.35 98.75 98.51 97.39 98 

E8 Adam 32 10 1e-3 90.07 94.67 91.70 96.90 93.33 

E9 Adam 32 10 1e-5 94.04 97.49 98.91 96.24 96.67 

E10 Adam 32 10 1e-6 45.03 52.98 40.34 39.54 44.47 

E11 Adam 38 10 1e-4 100 98.75 98.91 97.06 98.68 
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E12 Adam 40 10 1e-3 90.73 87.46 92.36 90.85 90.35 

E13 Adam 40 10 1e-4 98.01 98.75 98.47 98.04 98.31 

E14 Adam 40 10 1e-5 98.01 98.12 97.38 93.95 96.86 

E15 Adam 50 10 1e-4 98.68 97.49 98.03 97.39 97.89 

E16 Adam 100 10 1e-4 Error Error Error Error - 

E17 Sgdm 8 6 1e-4 98.01 98.12 98.69 96.90 97.93 

E18 Sgdm 8 8 1e-4 96.03 98.75 98.69 96.57 97.51 

E19 Sgdm 10 6 1e-4 95.36 95.30 96.72 95.92 95.82 

E20 Sgdm 10 8 1e-4 98.68 97.18 97.82 95.75 97.35 

E21 Sgdm 10 10 1e-3 96.69 97.18 99.34 94.93 97.03 

E22 Sgdm 10 10 1e-4 98.01 97.49 98.47 98.04 98.00 

E23 Sgdm 10 10 1e-6 26.49 36.05 16.16 11.27 22.49 

E24 Sgdm 16 8 1e-4 94.70 97.81 97.82 96.90 96.80 

E25 Sgdm 18 8 1e-4 97.35 98.12 98.47 95.10 97.26 

E26 Sgdm 18 10 1e-4 96.03 96.87 98.69 95.92 96.87 

E27 Sgdm 20 10 1e-4 98.01 97.49 98.91 96.90 97.82 

E28 Sgdm 32 8 1e-4 96.69 97.81 95.20 92.65 95.58 

E29 Sgdm 32 10 1e-4 98.98 97.49 97.82 95.75 97.51 

E30 Sgdm 100 10 1e-6 error Error Error Error - 

 

Table 5. The 7 experiments and the results obtained on wang20 dataset using GoogLeNet 

Exp. No. OA MBS ME ILR VA(in%)of wang20 dataset 

E5 Adam 16 8 1e-4 92.54 

E6 Adam 32 8 1e-4 95.56 

E11 Adam 38 10 1e-4 95.71 

E17 Sgdm 8 6 1e-4 94.44 
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E22 Sgdm 10 10 1e-4 96.19 

Eg1 Adam 50 6 1e-4 Error 

Eg2 Sgdm 50 6 1e-4 92.70 

 

Table 6. The 8 experiments and the results obtained on wang20 dataset using AlexNet 

Exp. No. OA MBS ME ILR VA(in%)of wang20 dataset 

E5 Adam 16 8 1e-4 Error 

E6 Adam 32 8 1e-4 Error 

E11 Adam 38 10 1e-4 Error 

E17 Sgdm 8 6 1e-4 93.97 

E22 Sgdm 10 10 1e-4 95.56 

Ea1 Sgdm 38 8 1e-4 95.40 

Ea2 Sgdm 40 6 1e-4 Error 

Ea3 Sgdm 20 6 1e-4 Error 

 

The colors Green, Yellow, and Red in the above tables will 

indicate most efficient, least efficient and error caused 

experiments respectively. 

OBSERVATIONS ON EXPERIMENTATION 

CONDUCTED ON TUNING OF HYPER-PARAMETERS 

OF THE PRE-TRAINED CNNS. Tuning the values of the 

hyper-parameters during transfer-learning is performed by 

conducting 30, 7, and  8 experimentations on ResNet18, 

GoogLeNet, and AlexNet respectively to validate the 

performance of the transfer-net  and to obtain the best 

model for retrieval of images. The best experiments of 

ResNet18 are chosen and conducted to prove their 

applicability in the efficient transfer-learning on 

GoogLeNet and AlexNet. The observations with respect to 

the hyper-parameters are discussed below. 

1.Optimizer Algorithm(OA). The experiments of Table 4, 

Table 5 and Table 6 are observed for the efficiency of the 

optimizers. The Adam optimizer  yields better results in 

combination with larger values of MBS as in experiments 

E6 (OA-Adam, MBS-32) & E13 (OA-Adam, MBS-40) on 

ResNet18, E11 (OA-Adam, MBS-38) on GoogLeNet and 

due to the requirement of larger memory AlexNet gave an 

error to handle larger MBS with any (adam/sgdm) 

optimizer. The sgdm optimizer better suited for all the 3  

 

CNNs and is efficient despite using small MBS (as in E22 

(OA-sgdm, MBS-10) of Table 4, Table 5 & Table 6). 

2.Initial Learning Rate(ILR). The experiments E8, E12  

and E21 on ResNet18 are assigned with the value 1e-3 to 

the ILR, and has obtained good results on using both the 

optimizers. But the small value (1e-6) to the ILR, greatly 

degrades the performance as observed by the experiments 

E10 and E23 on Resnet18. The value 1e-4 is found optimal 

for transfer-learning   on all the 3 networks. Choosing the 

proper ILR is challenging, if too small value is chosen it 

results in too long training process and efficiency is less. 

And if too large value is chosen, it results in unstable 

training process. Choosing moderate ILR gives efficient 

transfer network such as ILR with the value 1e-4. 

4.Mini Batch Size(MBS).The largest MBS value of 100 is 

chosen in experiments E16 and E30, which is the size of 

each class in the datasets. Choosing this value caused an 

error during training as GPU is low on memory. It is 

observed that larger main memory is required to process 

the large MBS of images. The MBS is an important hyper-

parameter that influences the dynamics of the learning 

algorithm. Smaller batch sizes make it easier to fit one 

batch worth of training data in memory (when using GPU) 

and are protracted. Hence for this reason training process 
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caused an  error during handling MBS=100. In spite of 

using small MBS and ME values, the transfer-learning on 

GoogLeNet and AlexNet is very protracted. The larger 

value of MBS on these networks starves for memory & 

causes an error during training. And hence the moderate 

values are required for MBS (32 for ResNet18, 10 for 

GoogLeNet & AlexNet) in order to have an efficient 

transfer-learning on all the three CNNs. 

5.Maximum Epochs(ME). Choosing the large values to 

“maximum epoch”  is time consuming and it is protracted 

for large datasets and performance will be saturated for the 

large values of ME.  For this purpose the ME values are 

kept small (6 to 10) for all the experiments (on ResNet18, 

GoogLeNet, AlexNet). The value 8 to the ME on all the 

three CNNs results in efficient transfer-learning. 

Hence the optimal values of the hyper-parameters will 

influence in yielding the efficient transferred network. And 

the observation on pre-trained CNNs during transfer-

learning is given below. 

ResNet18. Consumes less time during transfer-learning on 

very small datasets (of 5 & 10 classes). Adam and/or sgdm 

both optimizers are suitable to use with ResNet18. The 

experiment E6 (OA-Adam, MBS-32, ME-8, ILR=1e-4) & 

E22 (OA-sgdm, MBS-10, ME-10, ILR=1e-4) both are best 

for the ResNet18. 

GoogLeNet. Is very protracted to transfer learn on datasets 

of 20 classes. The sgdm optimizer is suitable to use with 

GoogLeNet. It requires larger main memory to handle 

larger MBS. The experiment E22 (OA-sgdm, MBS-10, 

ME-10, ILR=1e-4) is suitable to use with this network. 

AlexNet. Is also very time consuming to transfer-learn on 

20 classes. The Adam optimizer is not suitable to use with. 

It works on small values of MBS and the experiment E22 

(OA-sgdm, MBS-10, ME-10, ILR=1e-4) is suitable for 

AlexNet. 

The selection of optimal values of the hyper-parameters 

that is the optimizer, MBS, ME and ILR values greatly 

impacts on the performance of transfer-learning on the pre-

trained networks. And the experimented values of hyper-

parameters have been shown to have considerable effect on 

the performance of the proposed retrieval system. The 

various pre-trained CNNs and hyper-parameters selected 

and fine-tuning of those hyper-parameters found in state-

of-the-art are tabulated in Table 7. 

 

Table 7. The fine tuning of hyper-parameters found in state-of-the-art 

Paper 
Pretrained 

CNNs Used 

Hyper-parameters and 

values tested 
Dataset Remarks 

Li et al. 

(2020) 

[37] 

ResNet101-

V2 

DenseNet 

MobileNet 

Learning Rate(LR) = 

(0.1, 0.05, 0.01, 0.005, 

0.001, 0.0001) ; 

Momentum = (0.9, 

0.99, 0.95,  0.9, 0.8, 

0.0) ; Weight Decay = 

(0.0, 0.0001, 0.0005, 

0.001); Batch Size = 

256 (8GPUs*batch 

size 32); Epochs = 60 

ImageNet, 

Places-365, 

iNaturallist 

(Aircrafts, Birds, 

Caltech, Cars, 

Dogs, Flower, 

Indoor) 

Extensive empirical evaluation for fine-

tuning of hyper-parameters,  and similarity 

matching using  Earth Mover’s distance is 

performed and concluded that choice of 

hyper-parameters (especially effective 

learning rate) are dependent on  dataset & 

also on similarity between source & target 

domains & also that the momentum can 

affect the performance of Transfer 

Learning. No particular value is concluded 

for any of the selected hyper-parameters. 

Zhou et 

al. (2020) 

[38] 

ResNet18 

ResNet34 

ResNet50 

ResNet101 

Mini-Batch Size = 

(10, 20, 30, 40, 50, 60, 

70, 80, 90, 100); 

learning rate = (0.001 

0.005 0.01 0.05 0.1 ); 

Learning rate drop 

factor = (0.9 0.8 0.7 

0.6 0.5 0.4); Dropout 

factor = (0, 10%, 

30%,  70%, 90% ); 

LReLU factor = 

(0.001, 0.005, 0.05, 

0.1, 0.5); Optimizer 

Laser scanned 

range images 

Determining the optimal hyper-parameter 

sets for the training of DCNN classifiers 

(the mini-batch size, learning rate, dropout 

factor, and LReLU factor) for roadway 

crack classification task is performed  and   

mini-batch size of 60,  initial learning rate 

of 0.01 and a drop factor of 0.8,  dropout 

factor of 50%, and LReLU factor of 0.01 

are observed as leading to the highest 

classification performance for roadway 

crack images. 
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Algorithm = SGD 

Adedigba 

et al. 

(2021) 

[39] 

Resnet152 

DenseNet169 

Learning Rates (αmin 

and αmax) (cyclical 

learning rate policy) = 

(1e-3 to 1e-1  for 

ResNet  and 1e-2 & 

1e-4  for DenseNet); 

Momentum = (0.8 to 

0.99 for ResNet and 

0.79 to 0.9 for 

DenseNet); Optimizer 

= Adam ; Weight-

Decay = 0.01; Batch 

Size = (64 and 

higher); Epochs = 20 

Chest X-ray 

(CXR)  datasets  

Presents techniques for diagnosing 

COVID-19 from chest X-ray (CXR) and 

address problems associated with training 

deep models with less voluminous 

datasets. An automatic method for optimal 

hyper-parameter selection & dynamic 

tuning of hyper-parameter is performed 

and cyclical learning rate policy used for 

setting the values  for  learning rate 

ensured rapid convergence of the loss 

function. ResNet and DenseNet have 

achieved accuracy of 95.43% and 96.83%, 

respectively, on the validation set, 97% 

accuracy on the test set. No conclusion is 

given on optimal values for the selected 

hyper-parameters. 

Proposed 

Work 

ResNet18 

GoogLeNet 

AlexNet 

Initial learning rate 

(ILR), mini-batch size 

(MBS), max epochs 

(ME), & Optimizer 

Algorithm (OA) (table 

4, table 5, table 6 of 

section 3) 

Natural scene 

images of Wang 

database(20 

classes) 

Thirty plus experimentations are 

conducted on three pretrained CNNs to 

fine-tune the hyper-parameters to yield 

optimal values of hyper-parameters and 

also an efficient transfer-net for CBIR. 

(The details of optimal values of hyper-

parameters recommendation are given in 

section 4). The ResNet18 consumes less 

time during transfer learning and achieved 

image retrieval accuracy of 99.09%. 

 

The state-of-the-art in Table 7 details the various values 

tested during fine tuning of the hyper-parameters, various 

pretrained CNNs and datasets used in different applications 

(retrieval of images, classification of images, & medical 

diagnosing from medical images etc). The proposed work 

detailed the pretrained CNNs and hyper-parameters, 

dataset used for CBIR. And the optimal values required for 

the hyper-parameters of transfer-nets and the efficient pre-

trained CNN for CBIR are recommended and are discussed 

in section 4. 

4. Results and Recommendations 

In this section, the validation accuracy, retrieval accuracy 

of the transferred networks of chosen pre-trained CNNs 

and observations made on values of hyper parameters and 

distance metrics while validating the proposed image 

descriptors & transfer-networks in retrieval of images are 

reported. 

 

RETRIEVAL RESULTS OF CNNs. To verify the 

effectiveness of the proposed method, the effects of the 

metrics on classification scores are examined. 

Accordingly, a comparison is made among the six distance 

metrics and 3 pre-trained CNNs with the small datasets. 

Using the transfer networks of pre-trained CNNs the 

classification scores are obtained for 20 classes and image 

retrieval is performed by choosing random query images 

from each class. The recall results produced are shown in 

Table 8 and Table 9 respectively.  
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Table 8. The mean recall accuracies of Resnet18, GoogLeNet, & AlexNet on wang20 dataset 

Image 

classes 

available 

inwang2

0 dataset 

Distance Metrics &The Pre-trained CNNs 

Euclidean Seuclidean Cityblock Cosine Mahalanobis Chebychev 

R
es

n
et

1
8

 

G
o

o
g

L
eN

e

t 

A
le

x
N

et
 

R
es

n
et

1
8

 

G
o

o
g

L
eN

e

t 

A
le

x
N

et
 

R
es

n
et

1
8

 

G
o

o
g

L
eN

e

t 

A
le

x
N

et
 

R
es

n
et

1
8

 

G
o

o
g

L
eN

e

t 

A
le

x
N

et
 

R
es

n
et

1
8

 

G
o

o
g

L
eN

e

t 

A
le

x
N

et
 

R
es

n
et

1
8

 

G
o

o
g

L
eN

e

t 

A
le

x
N

et
 

Africans 100 99 98 100 99 98 98 99 98 98 99 98 100 98 99 100 99 98 

Beach 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 

Monume

nt 
99 

100 100 
99 

99 100 
99 

99 100 
99 

100 100 
100 

99 100 
90 

100 100 

Bus 100 99 100 100 99 100 100 99 100 100 99 100 100 99 100 100 99 100 

Butterfly 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 

Car 100 100 99 100 100 99 100 100 99 100 100 99 100 100 100 100 100 99 

Dinosaur 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 

Elephant 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 

Food 99 95 100 99 96 100 100 99 100 99 99 100 99 96 100 100 99 100 

Forest 100 100 99 100 100 99 100 100 99 100 100 99 100 100 98 100 100 99 

Horse 99 100 100 99 100 100 99 100 100 99 100 100 100 100 100 100 100 100 

Map 100 96 99 100 97 99 100 97 99 100 97 99 100 97 96 100 97 99 

Mountai

n 
99 

100 97 
99 

100 97 
99 

100 96 
99 

100 97 
100 

100 99 
100 

100 96 

Planet 99 98 100 99 99 99 99 99 100 98 97 100 100 98 98 99 99 100 

Rose 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 

Space 100 97 97 100 98 96 100 98 98 100 98 96 98 97 95 100 98 96 

Sports 98 96 93 97 98 93 98 97 96 98 97 96 99 98 98 99 94 96 

Sunrise 100 100 99 100 100 99 100 100 99 100 100 99 100 100 94 100 100 99 

Text 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 

Yacht 99 100 98 99 100 96 99 100 100 99 100 98 100 100 98 100 100 99 
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mean 

Recall 

Accuracy 

(in %) of 

the 

proposed 

system 

99.6

5 
99 94 99.6 

99.2

5 

98.7

5 
99.6 

94.8

7 
94.2 99.5 99.4 

99.0

5 
99.8 99.1 

98.7

5 
99.4 

99.2

5 

99.0

5 

 

Table 9. The mean recall accuracies of Resnet18, GoogLeNet, &  AlexNet on wangO20 dataset 

For the 

image 

classes 

available 

in 

wangO20 

dataset 

Distance Metrics & the  Pre-trained CNNs 

Euclidean Seuclidean Cityblock Cosine Mahalanobis Chebychev 

R
es

n
et

1
8

 

G
o

o
g

L
eN

et
 

A
le

x
N

et
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1
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L
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1
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A
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x
N
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R
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n
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1
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G
o

o
g

L
eN

et
 

A
le

x
N

et
 

R
es

n
et

1
8

 

G
o

o
g

L
eN

et
 

A
le

x
N

et
 

mean 

Recall 

Accuracy 

(in %) on 

wangO20 

94.

55 
99 

93.

7 
99.4 

99.

15 

93.

95 

99.

4 

99.

35 

94.

3 

99.

4 

99.

8 

98.

4 

99.

35 

94.

1 

89.

5 

99.

45 

92.

35 
84 

 

The comparison of recall accuracies of the Resnet18, 

GoogLeNet & Alexnet are shown in the graph of Figure 2,  

 

which also exhibits the impact of distance metrics in 

retrieval of images using the proposed image descriptor on 

these networks.  

 

Fig. 2. Comparison of mean recall accuracies obtained on 20 classes’ datasets using various distance metrics 

The snapshots of retrieval results obtained for the Query–

Image ‘Dinosaur’ by employing Euclidean distance metric 

is shown in Figure 3. 
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Fig. 3. Retrieval results of the Query-Image ‘Dinosaur’ after employing Euclidean distance metric 

The performance of the proposed system in terms of 

validation and retrieval accuracy is given in Table 10 and 

Figure 4 respectively. 

Table 10. The performance of the best experiments, the transferred-nets and distance metrics on wang20 and wangO20 

datasets 

The Pre-trained 

CNNs 

The best 

experiments 

chosen 

Validation Accuracy 

(in%) on wang20 

(efficiency of 

transferred network) 

Validation 

Accuracy (in%) 

on wangO20 

(efficiency of 

transferred 

network) 

Mean Recall 

Accuracy on wang20 

using all distance 

metrics (in %) 

(retrieval accuracy) 

Mean Recall 

Accuracy on 

wangO20 using 

all distance 

metrics (in %) 

(retrieval 

accuracy) 

ResNet18 E6 98.95 96.04 99.59 98.59 

GoogLeNet E22 96.19 92.72 98.48 97.29 

AlexNet E22 95.56 89.40 97.3 92.30 
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Fig. 4. The performance of the proposed system 

The Table 10 and Figure 4 illustrates the performance of 

the best experiments, the transferred-networks and the 6 

distance metrics on wang20 and wangO20 datasets 

respectively. The classification scores are efficient for 

image retrieval. The performance of the best experiments 

in yielding efficient transfer networks is presented in terms 

of validation accuracy. The performance of the metrics and 

transferred networks using proposed classification scores is 

reported in terms of recall accuracy. It is observed that 

among the chosen CNNs, the ResNet18 is less time 

consuming and yields best results. The experimental values 

of E22 (OA-sgdm, MBS-10, ME-10, ILR-1e-4) have 

obtained good results on all the 3 networks. 

The instances of retrieval results of all the six distance 

metrics are shown in Figure 5 and Figure 6 respectively. 

 

 

 

Fig.5. Retrieval results of all the six distance metrics used in retrieval of rose images 

 

Fig.6. Retrieval results of all the six distance metrics used in retrieval of monument images 

The distance metrics used in similarity matching are 

suitable to deal with the vector of classification scores. The 

pair-wise distance computed between the classification 

scores of query image to database images generates the 

vector of distances. The smallest difference between two 

sets of vectors will yield the larger similarity between the 

images. The images displayed in the first row are similar as 

shown in Figure 5 & Figure 6 for the distances generated 

from Euclidean, Seuclidean, Cityblock and Mahalanobis. 

For Chebychev it is observed that color features are 

emphasized and most similar color images are in first 

places. The requirement for usage of Mahalanobis distance 

metric is that the feature matrix must be square with the 

same number of columns as query-feature matrix and it 

must be symmetric and positive definite.  Despite the not 

in place arrangements of similar characteristic images, the 
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best recall results are obtained by the cosine distance 

metric for all the image classes. The mean recalls 

computed on 20 classes of the Wang dataset using the 

three transfer networks and all the 6 distance metrics is 

shown in Table 11. This shows that the proposed image 

descriptor is best for retrieval of images using mentioned 

distance metrics. 

 

Table 11. The summarized values from  table 8 and  table 9 

Distance 

Metrics 
ResNet18 

GoogLeN

et 

AlexNe

t 

Mean 

Recall 

Euclidean 97.1 99 93.85 96.65 

Seuclidean 99.5 99.2 96.35 98.35 

Cityblock 99.5 97.1 94.25 96.95 

Cosine 99.45 99.6 98.72 99.25 

Mahalano

bis 
99.575 96.6 94.125 96.76 

Chebyche

v 
99.425 95.8 91.525 95.58 

Mean 

Recall 
99.091 97.88 94.80  

 

The data in Table 11 indicates ResNet18 (mean recall of 

99.091) is better than the other two transfer networks 

namely, GoogLeNet (mean recall of 97.88) and AlexNet 

(mean recall of 94.80). Further for image retrieval the table 

indicates Cosine similarity measure (mean recall of 99.25) 

yields better results. 

 

RECOMMENDATIONS. The most suitable metrics and 

optimal values of the hyper-parameters are recommended 

on the 3 CNNs for an efficient CBIR and the details are 

provided in Table 12. 

 

Table 12. The recommendations for an efficient CBIR system 

Sl. No. 

The Best Pre-

trained CNN for 

IR (in descending 

order) 

Suitabl

e 

Distanc

e 

Metric 

Optimal Values of the Hyper-

parameters (OA, MBS, ME, ILR) 
Remarks 

1 ResNet18 Cosine 
{OA=Adam, MBS=32, ME=10, 

ILR=1e-4}  

ResNet18 is less time consuming and 

the Adam optimizer is suitable to use 

with transfer-learning on Resnet18.  

2 GoogLeNet Cosine 
{OA=sgdm, MBS=10, ME=10, 

ILR=1e-4} 

GoogLeNet yields best results when 

used with sgdm optimizer for 

transfer-learning. 

3 AlexNet Cosine 
{OA=sgdm, MBS=10, ME=10, 

ILR=1e-4} 

AlexNet is more time consuming 

compared to ResNet18 & 
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GoogLeNet and yields best results 

with sgdm optimizer.  

 

Table 12 shows the parametric values optimal for efficient 

transfer-learning on each of the three pre-trained CNNs 

and distance metrics for retrieval of images. And the 

Cosine similarity measure is observed as being the most 

suitable metric to use with the classification scores of all 

three transfer networks. The following section describes 

the details of the recommended framework of CBIR.

5. Recommended Framework for CBIR 

The recommended framework of CBIR is shown in Figure 

7 and the details are described below. 

 

 

 

Fig.7. The recommended framework for CBIR 

Figure 7 depicts the framework recommended for CBIR 

with the transfer-learning proposed on ResNet18 using the 

hyper-parametric values and similarity measure mentioned 

as in Table 12. The experiments conducted on pre-trained 

CNNs (ResNet18, GoogLeNet, AlexNet) using natural 

scene images as described in this paper have led us to the 

following conclusions. The ResNet18 is less time 

consuming while transfer-learning  on natural scene 

images and the optimal values of the hyper parameters, the 

Adam optimizer, MBS of 32, ME of 10, and 1e-4 of ILR 

yields efficient transfer-net. The Cosine similarity measure 

is the most efficient (Table 11) to use with classification 

scores for matching and retrieval of images. And the 

recommended CBIR system achieves the retrieval 

accuracy of 99.45% on natural scene images. 

Comparison made between proposed framework of CBIR 

to the current state-of-the-art CBIR systems are tabulated 

in Table 13. 

 

Table 13. Comparison of proposed framework of CBIR to current state-of-the-art of  CBIR systems 

Paper Method 
Pretrained 

CNN used 
Dataset Image features 

Distance 

metrics 
Remarks 

Öztürk  

et al. 

(2021) 

[40] 

Hash codes are 

generated by 

dictionary learning 

(DL) approach using 

CNN. The 

Convolution layers 

between 92nd and 

157th layers of the 

ResNet-50 

architecture are used 

to create the 

dictionaries.  

ResNet-50 

(MBS=20, 

ILR= 0.0005, 

ME=15, 

Natural  

scene 

images 

of 

COREL 

dataset 

(26 

classes 

are 

selected) 

Binary and 

Hash Table 

Euclidean 

distance & 

Hamming 

distance 

The performance of 

Hamming distance is 

lower than Euclidean  

distance using DL 

method in retrieving the 

natural scene images. 

Retrieval results are 

presented  in terms of 

mean average  retrieval 

time. 
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Trappey 

et al. 

(2021) 

[41] 

VGG19 is used as 

LogoSimNet.  The 

transfer learning 

methodology uses 

embedded learning 

with triplet loss to 

fine-tune a pre-trained 

convolutional neural 

network model.  

 VGG16, 

VGG19 

(combines a 

pre-trained 

ImageNet 

CNN with 

fine-tuned 

layers using 

7625 Logo-

2K+ images 

in 140 

categories), 

ResNet50, 

InceptionV3, 

MobileNetV

2 and 

EfficientNet

B0. 

(MBS=256, 

ME=20, 

ILR=0.001, 

OA=ADAM) 

Logo-

2K+ 

dataset 

Transfer 

learning and 

low level 

features 

(color, size, 

background, 

texture, logo 

contour, logo 

feature 

position, 

partial 

similarity, and 

shape 

concept). 

L2 distance VGG19 , VGG16 and 

Resnet50 are  observed 

to be top performing 

models. The 

performance is 

measured by  

(mAP and Recall@K)  

Recall@10 and obtained 

the accuracy of  95% in 

logo image retrieval . 

Pathak 

et al. 

(2021) 

[42] 

Feature-fusion of 

CNN (Improved and 

refined version of 

darknet-53, named 

GN-Inception-

Darknet-53) based 

features and handcraft 

features (A modified 

version of dot-

diffused block 

truncation coding 

(DDBTC) is used to 

extract handcraft 

features) 

GN-

Inception-

Darknet-53 

Corel-

1K, 

Corel-

5K, 

Corel-

10K,  

VisTex, 

Stex & 

Color 

Brodatz 

High-level 

features (from 

the output 

layer  of the 

average 

pooling layer 

i.e. ‘Avg_1’) 

and low level 

features (from 

RGB color 

space) 

- 5 different 

measures(Average 

Precision Rate (APR), 

Average Recall Rate 

(ARR), F-Measure, 

Average Normalized 

Modified Retrieval Rank 

(ANMRR), and Total 

Minimum Retrieval 

Epoch (TMRE)) are 

used to measure the 

performance of the GN-

Inception-Darknet-53 & 

DDBTC  with feature 

fusion in CBIR and 

shows 7.02% of 

improvement in retrieval 

of natural scene & 

texture images  

compared to the 

performance of other 

related works. 
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Zhang 

et al. 

(2022) 

[43] 

Transfer learning and 

hand-crafted features 

Inception-v3 

(ILR=0.0001

, MBS=64, 

epoch=224 

Woolen 

fabric 

images 

(No 

public or 

standard 

dataset is 

available 

& 

82,073 

wool 

fabrics 

of 

different 

categorie

s were 

collected 

from a 

woolen 

fabric 

factory) 

Transfer 

learning and 

hand-crafted 

features (The 

feature was 

extracted by 

the ORB 

descriptor and 

aggregated by 

VLAD, and 

the feature 

dimension 

was reduced 

by the 

principle 

component 

analysis 

(PCA)) 

Ball tree 

with KNN 

search 

method 

Woolen fabric image 

(texture image) retrieval 

is performed. The 

performance of the 

system is measured by 

Mean Average Precision 

(mAP) and is 0.824 and 

average elapsed time is 

0.408s. 

Propose

d work 

Transfer learning for 

CBIR 

ResNet18 

(ILR=1e-4, 

MBS=32, 

ME=10, 

OA=adam) 

Natural 

scene 

images 

of Wang 

Database 

(20 

classes) 

Classification 

scores from 

the Softmax 

layer of 

Transfer-Net 

of ResNet18 

Cosine 

distance 

Content-based image 

retrieval is performed. 

The performance of the 

system is measured by 

recall rate. The recall 

accuracy of the 

proposed system is 

99.45%. 

 

The Table 13 shows the comparative analysis made 

between proposed system to the other systems in [40-43], 

with respect to methodologies, Pretrained CNNs, datasets, 

image features, distance metrics used in retrieval of 

images. And the proposed work recommends an efficient 

framework for CBIR system. 

6.  Conclusion 

An efficient framework for CBIR using dimensionally 

efficient CNN classification scores is proposed in this 

paper. The dimensionally efficient vector of classification 

scores is generated by utilizing the deep features at the 

Softmax layer of the pre-trained CNN. Extensive 

experimentations for optimization of values of the hyper-

parameters are conducted and using these optimal values 

of hyper-parameters an effective transfer-learning is 

performed on the three pre-trained CNNs namely, the 

ResNet18, GoogLeNet, and AlexNet on natural scene 

images and the Wang database is used for experimentation. 

For the retrieval task performed with deep features, the 

similarity measure influences the retrieval performances, 

and hence the distance metrics namely Euclidean, 

seuclidean, Cosine, Correlation, Mahalanobis & 

Chebychev are applied to evaluate the efficacy of these 

metrics in similarity measurement on classification scores 

in CBIR. The choice of distance metric has a bearing on 

the performance of the system. And the Cosine similarity 

measure is observed as being the most suitable to use with 

the CNN classification scores for retrieval of images. And 

unlike the image descriptors such as hash codes and binary 

codes in IR these CNN classification scores offers a 

storage and retrieval efficient representation of images and 

the experimentation conducted on pre-trained CNNs and 

distance metrics demonstrate the suitability of 

classification scores in CBIR. After extensive 

experimentations on pre-trained CNNs and the 6 distance 

metrics, an efficient framework for CBIR is recommended 

which consists of a transfer network of ResNet18 with the 

optimal values of hyper parameters having Adam 

optimizer, MBS of 32, ME of 10, and ILR of 1e-4 and the 

Cosine similarity for matching and retrieval of images. The 

recommended framework of CBIR achieves the retrieval 

accuracy of 99.45% on natural scene images of twenty 
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classes of the Wang dataset, and hence is a suitable 

framework for CBIR. 

The CNN classification scores have reduced the problem 

of “Curse of dimensionality” but still there is a requirement 

to reduce the size of classification scores which increases 

linearly with the increase in the number of classes in the 

database. In phase-3 similarity matching and retrieval of 

images are performed with the Cosine similarity measure, 

showing the suitability of the metric using classification 

scores and suitability of classification scores in the 

retrieval of images in CBIR. And Cosine similarity 

measure is found to be the best one to use with the 

classification scores of the transfer networks. In future, an 

automatic tuning of values of hyper-parameters during 

transfer-learning and reduction in the size of classification 

score vector without compromising the efficiency of 

retrieval of images in CBIR will be explored. 
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